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Service provider information

This topic is intended to provide service providers with complete instructions for diagnosing and repairing
problems on server hardware.

Before using this information and the products it supports, be sure to read Safety notices.

e What's new
Highlights changes and improvements to the Service provider information.
¢ Printable PDF
Provides access to a hardcopy, printable PDF of the service provider information topic.
o Start of call procedure
Provides a starting point for analyzing problems. You should begin all service actions with this
procedure.
¢ Detecting problems
Provides information on using various tools and techniques to detect and identify problems.
¢ Analyzing problems
Use these instructions and procedures to help you determine the cause of the problem.
¢ Reference codes
Provides detailed information on error codes generated by the system.
¢ |solating problems
Provides procedures for determining which part or assembly is failing.
¢ Locating and exchanging parts
Provides information for locating and replacing the failing part.
e Verifying the repair
Provides a guide through the process for verifying and completing the service activity.
¢ Reference information
Includes additional information and instructions to aid in servicing the machine.
¢ Related information for service providers
Provides links to other information that may be of interest to service providers.

Locating and exchanging parts
This topic provides service providers with instructions for finding and replacing the failing component.
Before using this information and the products it supports, be sure to read Safety notices.

¢ Finding part locations
Use this information to help you associate a part name, location code, or address with its physical
location.
e Part number catalog
Use this information to find part numbers of common hardware parts.
¢ Removing and replacing parts
Use this information to remove and replace parts.

Verifying the repair

Use this information to verify hardware operation after making repairs to the system. Choose the operating
system that you are working with:

¢ Verifying the repair in AlIX and Linux
e Verifying the repair from the HMC

Verifying the repair in AlX and Linux

Choose from the following:

* [f you were sent here after completing a service action on an AlX server or partition, go to Repair
Checkout.

Service provider information
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¢ If you were sent here after completing a service action on a Linux server or partition, go to Verify the

installed part.

Parent topic: Verifying the repair

End of call procedure for servers with Service Focal Point

1.
2.

3.

~N O [0

10.

11.
12.

13.

For future reference, record the SRC or symptom and the location code of the FRU you replaced.
On the HMC, open Service Focal Point and examine the service action event log for any open service
action events.
Are there any service action events that are open?
No
If the system attention LED is still on, turn off the LED as described in Activating and
deactivating LEDs. This completes the repair; return the system to the customer.
Yes
Go to step 4.

. Record the list of open service action events.
. From the list of serviceable events recorded in step 4, perform step 6 through step 32 for each open

service action event.

. Determine the error class of the serviceable event. Record for future use.
. Examine the details of the open service action event.

Is the error code associated with this service action event the same as recorded in Step 1322-1?

No

Go to step 27.
Yes

Go to step 11.

. Examine the FRU list of the service action event. Are there any FRUs listed for the service action

event?
No

Go to step 11.
Yes

Go to step 9.

. Is the FRU list identical (same FRUs, same number of FRUs, and same order of FRUs) to the FRU

list of the error code recorded in step 1?
No
Go to step 10.
Yes
Go to step 11.
The FRU list is different.

Is the FRU you replaced and recorded in step 1 in the list of FRUs for this service action event?

No
Go to step 32.
Note: There are service action events that will remain open when you leave this MAP.
Further service actions may be required to complete the repair.

Yes

Go to step 11.
Examine the details of this service action event, and record the partitions involved in this service
action event for use in a later step.
Is the error code associated with this service action event of the form A11-xxx or AO1-xxx?
No
Go to step 17.
Yes
Go to step 183.
Have you begun a list of "Axx" partitions from prior service action events that you processed in this
MAP?
No

Verifying the repair in AIX and Linux
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16.
17.
18.
19.

20.

21.

22.
. Click OK to close the service action event.
24.

25.

26.

27.
28.

29.

30.
31.

32.

Service provider information

Go to step 14.
Yes
Go to step 15.

. Begin a new list of "Axx" partitions by copying the list of partitions obtained in step 11. Go to step 16.
15.

Add the partition list obtained in step 11 to the existing list of "Axx" partitions obtained from processing
previous service action events in this MAP.

Remove all entries in the list of all partitions you recorded in step 11. If you are referred to the list of
partitions obtained in step 11 in future steps, the list is empty. Go to step 17.

Select and highlight the service action event from the Error Associated With This Serviceable Event
window.

Click Close Event.

Add comments for the serviceable event. Include any unique additional information. Click OK.

The following steps will add or update FRU information.
Did you replace, add, or modify a FRU of the open service action event?
No
Go to step 22.
Yes
Go to step 21.
From the FRU list, select a FRU that you need to update. Double-click on the FRU, and update the
FRU information. Go to step 23.
Select the No FRU Replaced for this Serviceable Event option.

Is the list of all partitions you recorded in step 11 empty?
No

Go to step 25.
Yes

Go to step 32.
Does the list of all partitions you recorded in step 11 contain more than one entry?
No

Go to step 32.
Yes

Go to step 26.
Is the error class recorded in step 25 AIX?
No

Go to step 32.
Yes

Go to step 27.
Perform the following steps for each entry in the list of all partitions you recorded in step 11, except
the partition you were using to debug the original problem.
From the HMC virtual terminal window of a partition in the list of all partitions, type diag at the AIX
command prompt.
When the diagnostic operating instructions are displayed, do the following:

a. Press Enter.
b. Select the Task Selection option.

Note: If the terminal type is not defined, you are prompted to define it before you can
proceed.

c. Select the Log Repair option.

d. Select the resource associated with the repair action. If the repair action was reseating a
cable or adapter, select the resource associated with that repair action. If the resource
associated with your repair action is not displayed on the Resource List, select sysplanar0.

e. Click Commit after you have made your selection.

Exit from diagnostics in this partition and return to the AIX prompt.
Have all the partitions in the list of all partitions you recorded in step 11 been processed?
No
Go to step 27 to process the next partition in the list you recorded in step 11.
Yes
Go to step 32.
Have all the serviceable events recorded in step 4 been processed?
No
Go to step 5 and process the next service action event in the list of serviceable events
recorded in step 4.

Verifying the repair in AIX and Linux 3
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Yes
Go to step 383.
33. While processing all service action events, were you directed to step 14?

No
If the system attention LED is still on, turn off the LED as described in Activating and
deactivating LEDs. This completes the repair. Return the system to the customer.
Note: If during the processing of the list of open service action events, some service action
events remained open, further service actions may be required to complete the repair.

Yes

Go to step 34.
34. Perform the following steps for each entry in the list of "Axx" partitions you began recording in step 14,
except the partition you were using to debug the original problem.
35. From the HMC virtual terminal window of a partition in the list of "Axx" partitions, type diag at the AIX
command prompt.
36. When the diagnostic operating instructions are displayed, do the following:
a. Press Enter.
b. Select the Task Selection option.

Note: If the terminal type is not defined, you are prompted to define it before you can
proceed.

c. Select the Log Repair option.

d. Select the resource associated with the repair action. If the repair action was reseating a
cable or adapter, select the resource associated with that repair action. If the resource
associated with your repair action is not displayed on the Resource List, select sysplanar0.

e. Click Commit after you have made your selection.

37. Exit from diagnostics in this partition and return to the AIX prompt.
38. Have all the partitions in the list of "Axx" partitionss you began recording in step 14 been processed?
No
Go to step 34 to process the next partition in the list you recorded in step 14.
Yes
If the system attention LED is still on, turn off the LED as described in Activating and
deactivating LEDs. This completes the repair. Return the system to the customer.

Note: If during the processing of the list of open service action events, some service action
events remained open, further service actions may be required to complete the repair.

Verifying the repair from the HMC

Perform these procedures to close problem numbers, clear hardware messages, and prepare the server to
return to the customer.

Follow this checklist before performing the precedures:

¢ You return the server to the state that the customer normally uses such as IPL type, IPL mode, and
the way the system is configured or partitioned.

Attention: Before returning the system to the customer, remove the system from service mode. If the
system is left in service mode, it automatically places a call for service every two hours.

Verifying the repair from the HMC
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e While you were performing the problem analysis on the original serviceable event, other
serviceable-event numbers might have been opened. Close all serviceable events that were opened
as a result of your service activity.

e Server verification has been performed and there are no problems that require additional service
actions.

o [f the repair was done using the HMC online repair procedures, ensure that the original serviceable
event is now closed.

1. Is an HMC used to manage the server that you are servicing?
+ No: Return to the Verifying the repair. This ends the procedure.
+ Yes: Continue with step 2.
2. Are you closing a service event that was a repair on the HMC personal computer?
+ No: Go to step 4.
+ Yes: Continue with step 3.
3. Power on the HMC. Did the power-on process complete without errors?
+ No: Go to the HMC isolation procedures. This ends the procedure.
+ Yes: Ensure that the HMC can be used to perform server management tasks, and return the
HMC to normal operations. This ends the procedure.
4. Log into the HMC as the service representative. If invalid user or invalid password displays, get the
correct login information from the system administer.
a. If logged on the System Manager, select Exit from the Console, located on the System
Manager window.
b. Login to the System Manager with the following: User identification service Password service
mode
5. View Serviceable Event Details.

Note: Only the events that match all of the criteria you specify are shown.

a. In the Navigation area, select the Service Applications icon.
b. In the Navigation area, select the Service Focal Point icon.
c. In the Contents area, select Manage Serviceable Events.
d. Designate the set of Serviceable Events you want to view. When you are finished, click OK.
The Service Event Overview window opens.
6. Close open or delayed events.
a. Select the problem to close, on the Service Event Overview window.
b. Select the menu Selected, located on the menu bar.
c. Click Close Event.
d. Enter your comments in the Serviceable Event Comments window, and click Close Event.
e. Close all events associated with the problem on which you were working.
7. Did the Service Event Overview window contain the event or events on which you were working?
+ No: Go to Detecting problems. This ends the procedure.
+ Yes: Return the HMC to normal operations. This ends the procedure.

Parent topic: Verifying the repair

Reference information

This information is intended to provide service providers with supplemental information for servicing server
hardware.

Before using this information and the products it supports, be sure to read Safety notices.

Reference information
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¢ Determining which Processor is the Secondary Service Processor
Use this procedure to determine which service processor on your system is the secondary service
processor.
e Working with AIX diagnostics
Provides diagnostic information specific to AlX.
¢ Powering on and powering off
Provides information for powering on and powering off the system.
e Hardware Management Console Maintenance
Provides information for servicing the HMC.
¢ Using System Management Services (SMS)
Provides information for using the System Management Services.
e Component and attention LEDs
Provides information about component and attention LEDs.
e Memory plugging for models ESCALA PL 3250R and ESCALA PL 6450R
Provides guidelines for installing memory in a model ESCALA PL 3250R or ESCALA PL 6450R
system.
¢ Clustering systems using InfiniBand (IB)
server hardware supports clustering through InfiniBand (IB) Host Channel Adapters (HSAs) and
switches. The guide to Clustering systems using InfiniBand (IB) hardware, provides planning and
installing information to help guide you through the process of installing a cluster fabric that
incorporates these switches. Also in this guide, there is information about how to manage and service
an InfiniBand (IB) cluster.
¢ Setting expansion unit configuration ID and MTMS value
Provides instructions for setting important system values.
¢ Preventive maintenance
Provides instructions for system maintenance. Annually check and replace system filters as needed.
e Forms
Provides various forms that may be needed during a service activity.

Determining which Processor is the Secondary Service Processor

Use this procedure to determine which service processor on your system is the secondary service processor.

1. Locate the HMC1 and HMC2 port pairs for service processor zero and for service processor one.
(See Finding part locations for your specific model.)

2. Is only one service processor with cables attached to its HMC ports?

+ No: Continue to the next step.
+ Yes: The secondary service processor is the service processor with no cables attached to the
HMC ports. This ends the procedure.

3. Use the HMC to access Advanced System Management Interface (ASMI) to determine which service
processor is the secondary service processor. First, verify ASMI connectivity by logging onto ASMI.
Then pull all HMC cables from HMC ports for service processor zero (leaving service processor one
HMC cables attached).

Log onto ASMI again. Were you successfully able to log onto ASMI?
+ No: The service processor with HMC cables still attached is the secondary service processor.
Reattach the HMC cable(s) to service processor zero. This ends the procedure.

+ Yes: The cables just removed identify the secondary service processor. Reattach the HMC
cables to the secondary service processor. This ends the procedure.

Parent topic: Reference information

Hardware Management Console Maintenance

Provides information for servicing the HMC.

6 Determining which Processor is the Secondary Service Processor
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The HMC connects to one or more managed systems to perform various functions. The HMC's main functions
include the following:

¢ Providing a console for system administrators and service representatives to manage server
hardware.

¢ Creating and maintaining a multiple partitioned environment on a managed system.

¢ Detecting, reporting, and storing changes in hardware conditions.

¢ Acting as a service focal point for service representatives to determine an appropriate service
strategy.

e Displaying operating system session terminals for each partition.

The hardware management console (HMC) system is delivered with its machine code preinstalled on the disk
drive. After the system is installed and connected to a managed system, system management tasks can
begin.

The HMC machine code does not have provisions for loading or running additional applications that are not
related to hardware management or service. All the tasks you need to maintain the managed system, the
underlying operating system, and the HMC's machine code are available by using the HMC's management
interface.

Parent topic: Reference information

Managed system operation

The HMC's graphical user interface provides the functions needed to create and maintain a partitioned
environment on a managed system. Using the interface allows for direct manipulation of HMC-defined objects
and increased information regarding detected changes in hardware conditions.

The managed system can be run as a partitioned system, sometimes referred to as logically partitioned
(LPAR). This means that the managed system can run multiple operating systems simultaneously. The
system can also run as a large single partition, which is known as the manufacturing default configuration
when the system is delivered. If the system has been partitioned, then a the single partition that uses all the
system resources is referred to as a full system patrtition.

Partitioning provides users with the ability to divide a single managed system into several systems. Each of
these systems, running in a partition, is capable of running applications in multiple, independent environments
simultaneously. Logical partitioning makes it possible for a user to run a single application using different sets
of data on separate partitions, as if that application were running independently on separate physical systems.
By creating partitions, for example, a company can test its programs in one partition while developing the
same program in another, at the same time, all using the same system. This "same system" partitioning
method is more cost-effective, potentially eliminating the need for a separate test system.

The full system partition is no different from the traditional way of using a system. The single server uses all of
its resources as one system.

HMC system diagnostics

Your HMC system also provides a set of diagnostic procedures that should be followed when troubleshooting
HMC problems. Select HMC diagnostic overview to access the HMC diagnostic topic.

Hardware Management Console Maintenance 7
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Powering On and Off

During the process of powering on, the HMC checks to see which managed systems are available and
communicating with the console. To ensure that each managed system is available before you power on the
HMC, managed systems must be in "standby mode" or actively operating. Standby mode is indicated by the
OK shown in the operator panel after the managed system has the power connected and the initial tests are
complete.

Note: If the managed system is in an emergency power off (EPOW) condition, the managed system must be
brought to "standby mode" before the HMC can be used to power on the system.

To power on the HMC, do the following:

1. Press the Power button once to turn on the power.
2. When the system has finished the power-on self-test (POST), log in to the HMC by using your service
representative name and password.

Power off the HMC

To power off the HMC, do the following:

1. Log in to the HMC and select Power Off.
2. The HMC shuts down any applications that are running, and then turns off the HMC.

Power-On Self-Test

After power is turned on and before the operating system is loaded, the system does a power-on self-test
(POST). This test performs checks to ensure that the hardware is functioning correctly before the operating
system is loaded. During the POST, codes indicating the progress of the POST might appear on the display.
After the POST is complete, the HMC operating machine code loads and a login prompt appears.

Specifications and system unit locations

For your HMC's system specifications and system unit locations, go to Hardware Management Console
(HMC) parts, and then go to the appropriate Hardware Maintenance Manual (HMM).

HMC external AC power cable

To avoid electrical shock, a power cable with a grounded attachment plug is provided. Use only properly
grounded outlets.

8 Hardware Management Console Maintenance
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Power cables used in the United States and Canada are listed by Underwriter's Laboratories (UL) and
certified by the Canadian Standards Association (CSA). These power cords consist of the following:

¢ Electrical cables, type ST

e Attachment plugs complying with National Electrical Manufacturers Association (NEMA) L6-30P

e Appliance couplers complying with International Electrotechnical Commission (IEC) Standard 320,
Sheet C13 and C14

Power cables used in other countries consist of the following:

e Electrical cables, type HD21 or HD22

e Attachment plugs approved by the appropriate testing organization for the specific countries where
they are used

e Appliance couplers complying with the International Electrotechnical Commission (IEC) Standard 320,
Sheet C13 and C14

Using System Management Services (SMS)
Provides information for using the System Management Services.

Use the system management services menus to view information about your system or partition, and to
perform tasks such as setting a password, changing the boot list, and setting the network parameters.

Notes:

1. If the firmware console is a graphics terminal, you will be asked to enter the password for the service
processor's admin user that was set using the Advanced System Management Interface (ASMI).

2. On some of the system management services (or service processor) screens, you will see the term
LPAR. LPAR is equivalent to the term logically partitioned server or partitioned server.

3. In a partitioned server, only those devices that are assigned to the partition that is being booted
display in the SMS menus. In a partition that uses all the resources in a server, all devices in the
system display in the SMS menus.

4. In some of the following example screens, Unis used in place of Ufeature code.model.serial number
for legibility.

To start the system management services, do the following:
1. For a server that is connected to an HMC, use the HMC to restart the server or partition.

If the server is not connected to an HMC, stop the system, and then restart the server by pressing the
power button on the control panel.
2. For a partitioned server, watch the virtual terminal window on the HMC.

For a full server partition, watch the firmware console.

3. Look for the POST indicators memory, keyboard, network, scsi, speaker, which appear across the
bottom of the screen. Press the numeric 1 key after the word keyboard appears, and before the word
speaker appears.

After the system management services starts, the following screen displays:

Main Menu

Select Language

Setup Remote IPL (Initial Program Load)
Change SCSI Settings

Select Console

Select Boot Options

g W N

Navigation keys:

Using System Management Services (SMS) 9
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X = eXit System Management Services

Type the number of the menu item and press Enter or Select a Navigation key: _

Note: The system management services can also be started using the Service Processor Boot Mode Menu.

On all menus except the Main Menu, there are several navigation keys:

M

Return to the main menu.
ESC

Return to the previous menu.
X

Exit the system management services and start the operating system.

If X is entered, you are asked to confirm your choice to exit the SMS menus and start the operating
system.

When there is more than one page of information to display, there are two additional navigation keys:
N
Display the next page of the list.

P
Display the previous page of the list.

Note: The lowercase navigation key has the same effect as the uppercase key that is shown on the screen.
For example, m or M returns you to the main menu.

On each menu screen, you are given the option of choosing a menu item and pressing Enter (if applicable), or
selecting a navigation key.

Select language

Note: Your TTY must support the ISO-8859 character set to properly display languages other than English.

This option allows you to change the language used by the text-based System Management Services menus.

SELECT LANGUAGE

1. English
2. Francais
3. Deutsch
4. Italiano
5. Espanol

Navigation keys:
M = return to main menu
ESC key = return to previous screen X = eXit System Management Services

10 Using System Management Services (SMS)
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Type the number of the menu item and press Enter or Select a Navigation key:

Setup remote IPL (Initial Program Load)

This option allows you to enable and set up the remote startup capability of your server or partition. A list of

NIC (network interface card) adapters in the server displays first. An example of this screen follows:

Attention: In a partitioned server, only those network adapters that have been assigned to the partition being

booted display in the IP Parameters menu. In a full system partition, all network adapters in the system are

listed in the adapter parameters menu.

NIC Adapters

Device Slot Hardware Address
1. Port 1 - 2 PORT Gigabit Et Un-P1-T9 00096bff6leb
2. Port 2 - 2 PORT Gigabit Et Un-P1-T10 00096bffeloa
3. 10/100/1000 Base-TX PCI-X Un-CB1-C03-T1 000295e3814f
Navigation keys:
M = return to main menu
ESC key = return to previous screen X = eXit System Management Services

Type the number of the menu item and press Enter or Select a Navigation key:

When an adapter is selected, the Network Parameters menu displays:

Network Parameters

Port 1 - 2 PORT Gigabit Et Un-P1-T9 00096bff616b
1. IP Parameters
2. Adapter Parameters
3. Ping Test

Navigation keys:
M = return to main menu
ESC key = return to previous screen X = eXit System Management Services

Type the number of the menu item and press Enter or Select a Navigation key:

Selecting the IP (Internet Protocol) parameters option displays the following menu:

IP Parameters

Port 1 - 2 PORT Gigabit Et Un-P1-T9 00096bff6l6b
1. Client IP Address 000.000.000.000
2. Server IP Address 000.000.000.000
3. Gateway IP Address 000.000.000.000
4. Subnet Mask 255.255.255.000

Navigation keys:
M = return to main menu
ESC key = return to previous screen X = eXit System Management Services

Type the number of the menu item and press Enter or Select a Navigation key: _

To change IP parameters, type the number of the parameters for which you want to change the value.

Entering IP parameters on this screen will automatically update the parameters on the ping test screen.

Using System Management Services (SMS)
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Attention: If the client system and the server are on the same subnet, set the gateway IP address to 0.0.0.0.

Selecting Adapter Configuration allows the setting of the network speed, enabling or disabling spanning tree,
and setting the protocol as shown in the following example menu:

Adapter Configuration

Port 1 - 2 PORT Gigabit Et Un-P1-T9 00096bff616b
1. Speed, Duplex

2. Spanning Tree Enabled

3. Protocol

Navigation keys:
M = return to main menu
ESC key = return to previous screen X = eXit System Management Services

Type the number of the menu item and press Enter or Select a Navigation key: _

Selecting the Speed, Duplex option allows you to set the interface speed at which the card will run and half

versus full duplex. The current setting is indicated by "<===".

Adapter Configuration

Port 1 - 2 PORT Gigabit Et Un-P1-T9 00096bff6l6b
1. auto, auto

2. 10,half

3. 10, full

4. 100,half

5. 100, full

Navigation keys:
M = return to main menu
ESC key = return to previous screen X = eXit System Management Services

Type the number of the menu item and press Enter or Select a Navigation key: _
Selecting the Spanning Tree Enabled menu allows you to enable or disable the spanning tree flag. If this flag
is enabled (because the network the system is being attached to supports spanning trees), the firmware will
impose a waiting period of 60 seconds before the adapter is allowed to communicate with the network. If this
flag is disabled, the network adapter will be able to access the network immediately after the system is
connected.

The Protocol option allows you to set the appropriate protocol for your network as shown below.

Protocol
Port 1 - 2 PORT Gigabit Et Un-P1-T9 00096bff6l6b

1. Standard <===
2. IEEE802.3

Navigation keys:
M = return to main menu
ESC key = return to previous screen X = eXit System Management Services

Type the number of the menu item and press Enter or Select a Navigation key: _
Select the ping test option from the network parameters menu to test an adapter's network connection to a

remote system. After the ping test option is selected, the same series of screens will take you through setting
up the IP parameters and the adapter configuration before attempting the ping test.
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Notes:

1. Once the ping test is initiated, it may take 60 seconds or longer to return a result.
2. If the ping test passes or fails, the firmware will stop and wait for a key to be pressed before
continuing.

Change SCSI settings

This option allows you to view and change the addresses of the SCSI controllers attached to your system.
SCSI Utilities

1. Hardware Spin Up Delay
2. Change SCSI Id

Navigation keys:
M = return to main menu
ESC key = return to previous screen X = eXit System Management Services

Type the number of the menu item and press Enter or Select a Navigation key:

Select console

The Select Console utility allows the user to select which console to use to display the SMS menus. This
selection is only for the SMS menus and does not affect the display used by the operating system.

Follow the instructions that display on the screen. The firmware automatically returns to the SMS main menu.

Select boot options

Use this menu to view and set various options regarding the installation devices and boot devices.

1. Select Install or Boot a Device
2. Select Boot Devices
3. Multiboot Startup

Navigation keys:
M = return to main menu
ESC key = return to previous screen X = eXit System Management Services

Type the number of the menu item and press Enter or Select a Navigation key:

Select Install or Boot Device

Using System Management Services (SMS)
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Allows you to select a device from which to boot or install the operating system. This option is for the
current boot only.

Select Boot Devices
Allows you to set the boot list.

Multiboot Startup
Toggles the multiboot startup flag, which controls whether the multiboot menu is invoked
automatically on startup.

If Select Install or Boot Device is selected, the following menu displays:

Select Device Type
Diskette

Tape

CD/DVD

IDE

Hard Drive
Network

None

List All Devices

W ~Jo U W

Navigation keys:
M = return to main menu
ESC key = return to previous screen X = eXit System Management Services

Type the number of the menu item and press Enter or Select a Navigation key:

If a device is selected that is not in the system, a menu with the following message displays:

| THE SELECTED DEVICES WERE NOT DETECTED IN THE SYSTEM ! |
| Press any key to continue.

If Hard Drive is selected, a menu similar to the following displays:

Select Hard Drive Type

1. SCSI
2. SSA
3. SAN
4. None
5. List All Devices

Navigation keys:
M = return to main menu
ESC key = return to previous screen X = eXit System Management Services

Type the number of the menu item and press Enter or Select a Navigation key: _
If SCSI is selected, for example, all of the SCSI adapters that are in the system, or assigned to the partition,
are shown on the next screen. Depending on the devices that are installed in your system, a menu similar to
the following displays:

Version SF220_014
SMS 1.5 (c) Copyright IBM Corp. 2000, 2003 All rights reserved.

Select Media Adapter

1. Un-P1-T14 /pci@80000002000000d/pci@2/pcil069,bl66@1/scsi@0
Un-P1-T12 /pci@80000002000000£f/pci@2,2/pcil069,b166@1/scsi@0
Un-P1-T13 /pci@80000002000000£f/pci@2,2/pcil069,bl66Q@1/scsi@l
List all devices

sw N

Navigation keys:
M = return to main menu
ESC key = return to previous screen X = eXit System Management Services
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Type the number of the menu item and press Enter or Select a Navigation key: _

When an adapter is selected, the next screen displays the devices of the requested type that are attached to
that adapter. In the following example, all of the SCSI hardfiles that are attached to the first adapter are listed:

Version SF220_014
SMS 1.5 (c) Copyright IBM Corp. 2000, 2003 All rights reserved.

Select Device

Device Current Device

Number Position Name

1 1 SCSI 73407 MB Harddisk Un-P1-T14 /pci@80000002000000d/pci@2/

pcil069,b166Q@1/scsi@0

Navigation keys:
M = return to main menu
ESC key = return to previous screen X = eXit System Management Services

Type the number of the menu item and press Enter or Select a Navigation key: _
The appropriate device can then be selected for this installation or boot.

When a device is selected for installing the operating system, or to boot from, the Select Task menu allows
you to get more information about the device, or to boot from that device in normal mode or service mode.
The following is an example of this menu.

Select Task
SCSI 73407 MB Harddisk Un-P1-T14 /pci@80000002000000d/pci@2/pcil069,bl66@1/scsi@0

1. Information
2. Normal Mode Boot
3. Service Mode Boot

Navigation keys:
M = return to main menu
ESC key = return to previous screen X = eXit System Management Services

Type the number of the menu item and press Enter or Select a Navigation key: _
If either Normal Mode Boot or Service Mode Boot is selected, the next screen will ask, Are you sure? If

you answer yes, the device will be booted in the appropriate mode. If you answer no, the firmware will return
to the Select Task menu.

Select boot devices

Attention: In a partitioned system, only those devices from which an operating system can be booted that are
assigned to the partition that is being booted display on the select boot devices menu. In a full system
partition, devices from which an operating system can be booted display on the Select Boot Devices menu.

Note: To keep the search time for bootable devices down, these menus follow a hierarchy of:

device type —-> bus type —-> adapter —-> devices attached to the adapter
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To view all of the potentially bootable devices at one time rather than traversing down the hierarchy with the
submenus, go to the "Select Device Type" menu or the "Select Media Type" menu and select the last option,
"List All Devices".

The "List All Devices" function may take a long time on a large system with many I/O adapters and devices,
such as large disk arrays.

Select this option to view and change the customized boot list, which is the sequence of devices read at
startup.

Configure Boot Device Order
Select 1lst Boot Device
Select 2nd Boot Device
Select 3rd Boot Device
Select 4th Boot Device
Select 5th Boot Device
Display Current Setting
Restore Default Setting

~N oUW N

Navigation keys:
M = return to main menu
ESC key = return to previous screen X = eXit System Management Services

Type the number of the menu item and press Enter or Select a Navigation key:

When any of the options 1-5 is selected, the Select Device Type screen will be displayed, which is similar to
the following:

Select Device Type

1. Diskette

2. Tape

3. CD/DVD

4. IDE

5. Hard Drive

6. Network

7. None

8. List All Devices

Navigation keys:
M = return to main menu
ESC key = return to previous screen X = eXit System Management Services

Type the number of the menu item and press Enter or Select a Navigation key: _

When a device type is selected, such as item 5, a Select Media Type menu is displayed. The following is an
example of that menu.

Select Media Type
SCSI

SSA

SAN

IDE

ISA

None

List All Devices

0 ~J U W

Navigation keys:
M = return to main menu
ESC key = return to previous screen X = eXit System Management Services

Type the number of the menu item and press Enter or Select a Navigation key: _

When the media type is selected, all adapters of that type are displayed on the Select Media Adapter menu.
The following is an example of that menu for a SCSI media type.

Version SF220_014
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SMS 1.5 (c) Copyright IBM Corp. 2000, 2003 All rights reserved.

Select Media Adapter

1. Un-P1-T14 /pci@80000002000000d/pci@2/pcil069,bl66@1/scsi@0

2 Un-P1-T12 /pci@80000002000000f/pci@2,2/pcil069,bl66@1/scsi@0
3. Un-P1-T13 /pci@80000002000000f/pci@2,2/pcil069,b1l66Q@1/scsi@l
4 List all devices

Navigation keys:
M = return to main menu
ESC key = return to previous screen X = eXit System Management Services

Type the number of the menu item and press Enter or Select a Navigation key:

Each adapter must then be selected individually to see the devices that are attached to it. An example of this
menu for the first adapter in the previous example is as follows:

Version SF220_014
SMS 1.5 (c) Copyright IBM Corp. 2000, 2003 All rights reserved.

Select Device

Device Current Device

Number Position Name

1 1 SCSI 73407 MB Harddisk Un-P1-T14 /pci@80000002000000d/pci@2/

pcil069,b166Q1/scsi@0

Navigation keys:
M = return to main menu
ESC key = return to previous screen X = eXit System Management Services

Type the number of the menu item and press Enter or Select a Navigation key: _

If there are no devices of the type chosen earlier (on the Select Device Type menu) attached to the adapter
that is specified, a message similar to the following displays:

| THE SELECTED DEVICES WERE NOT DETECTED IN THE SYSTEM
| Press any key to continue. |

When a device type is selected, the Select Task menu allows you to see detailed information about the device
or set the device's location in the boot list as shown below in the example menu. The following is an example
of the menu for a hard disk.

Select Task

SCSI 73407 MB Harddisk Un-P1-T14 /pci@80000002000000d/pci@2/pcil069,bl66@1/scsi@0
1. Information
2. Set Boot Sequence: Configure as 1lst Boot Device

Navigation keys:
M = return to main menu
ESC key = return to previous screen X = eXit System Management Services

Type the number of the menu item and press Enter or Select a Navigation key: _

Selecting Information displays a menu similar to the following for a hard disk.

Device Information
/pci@8000000200000dd/pci@2/pcil069,b166@1/scsi@1l/sd@S5, 0
(Bootable)
DEVICE : SCSI 73407 MB Harddisk Un-P1-T14 /pci@80000002000000d/pciR2/
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pcil069,b166Q1/scsi@0
NAME : sd
DEVICE-TYPE : block

Parent Information

IBM, FW-ADAPTER-NAME: Ultra-320
NAME : scsi
DEVICE-TYPE : scsi-2

Navigation keys:
M = return to main menu
ESC key = return to previous screen X = eXit System Management Services

Type the number of the menu item and press Enter or Select a Navigation key: _

The Set Boot Sequence option allows you to set the location of the device in the boot list.

Display current settings

This option displays the current setting of the customized boot list. An example of this menu, with one device
in the boot list, follows.

Current Boot Sequence

1. SCSI 73407 MB Harddisk Un-P1-T14 /pci@80000002000000d/pci@2/pcil069,bl66@1/scsi@0
2. None
3. None
4. None
5. None

Navigation keys:
M = return to main menu
ESC key = return to previous screen X = eXit System Management Services

Type the number of the menu item and press Enter or Select a Navigation key:

Restore default settings

This option restores the boot list to the default boot list. The default boot list will vary depending on the
devices that are installed in the system.

The default boot list is as follows:

1. Primary diskette drive (if installed)
2. Optical drive (if installed)

3. Tape drive (if installed)

4. Hard disk drive (if installed)

5. Network adapter

18 Using System Management Services (SMS)



Service provider information

Multiboot startup

Multiboot Startup toggles the multiboot startup flag, which controls whether the multiboot menu is invoked
automatically on startup.

Exiting system management services

After you have finished using the system management services, type x (for exit) to boot your system or
partition.

Parent topic: Reference information

Component and attention LEDs
Provides information about component and attention LEDs.

The component and attention LEDs assist in identifying failing components in your server. If a failing
component is detected in your system, an amber-colored attention LED on the operator panel is turned on
solid (not blinking). Use the information in this topic along with the Start of call procedure to isolate a failing
FRU (see Start of call procedure). You can use the service processor menus (available from the Advanced
System Management Interface) or AIX Service Aid menu to blink the FRU LED for the failing FRU.

Individual LEDs are located on or near the failing field replaceable unit (FRU). The LEDs are located either on
the component itself or on the carrier of the component (for example, memory card, fan, memory module,
CPU). LEDs are either green or amber.

Green LEDs indicate either of the following:

e Electrical power is present.
e Activity is occurring on a link. (The system could be sending or receiving information.)

Amber LEDs indicate a fault or identify condition. If your system or one of the components in your system has
an amber LED turned on or blinking, identify the problem and take the appropriate action to restore the
system to normal.

The following table identifies the color and status of the component and attention LEDs. Units or FRUs may
not have all of the LEDs listed in the table.

Unit (FRU) LED LED Color Off On Blink
Function
System attention |Attention Amber Normal Fault Identify
System power Power Green No AC System on Standby
Fan Identify Amber Normal Identify
Power Green No power Power on
Power supply AC input good |Green No Input Input good
Identify Amber Normal Fault Identify
DC output Green All power supply |All power supply |Control voltage good
good outputs off outputs on
Disk drives Activity Green No disk activity |Disk being
accessed
Identify Amber Identify
PCI slot Power Green No power Power on
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Identify Amber Normal Identify
RIO/HSL Identify Amber Normal Identify
Memory DIMM Identify Amber Normal Identify
System Identify Amber Normal Identify
backplane
PCl riser card Power Green No power Power on

Identify Amber Normal Identify
Disk drive Identify Amber Normal Identify
backplane
Media backplane |ldentify Amber Normal Identify
Service Identify Amber Normal Identify
processor card
Voltage regulator |ldentify Amber Normal Identify
module
RAID adapter Identify Amber Normal Identify
card
HMC port Link Green No link Link

Activity Green No activity Activity
Imbedded Link Green No link Link
Ethernet Activity Green No activity Activity
Node assembly |Power Green No power Power on

Identify Amber Normal Identify
Bulk power Activity Green No power Power on
controller (BPC) Identify Amber Normal Identify
Motor drive Power Green No power Power on
assembly (MDA)
Motor scroll Identify Amber Normal Identify
assembly (MSA)
MCM Identify Amber Normal Identify
Light strip Power Green No power Power on

Identify Amber Normal Identify

Parent topic: Reference information

Memory plugging for models ESCALA PL 3250R and ESCALA PL
6450R

Provides guidelines for installing memory in a model ESCALA PL 3250R or 595 system.

For optimum performance, memory should be installed based on the following plugging order.

Notes:

1. All memory in a node must be of the same size and type. There are two types of memory, DDR1 and
DDR2. DDR1 is only offered as CuOD and DDR2 is only offered as non-CuQOD.

2. Mixing of memory technologies within a node is not allowed. Because the voltage required by DDR 1
and DDR 2 devices is not the same, an individual node must be populated with only DDR 1 based
cards or only with DDR 2 based cards.

3. Memory cards must be plugged in pairs. A valid minimum memory configuration within a node is 2
pairs of cards. Likewise a valid minimum memory configuration for a multinode system is 2 pairs of
cards per processor node.

4. Not all of the memory cards seat in the same direction, for proper memory card seating, refer to
Removing and replacing parts on Model ESCALA PL 3250R and ESCALA PL 6450R.
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The memory card plugging sequence within a single node is identified in the following table.

Memory card plugging order Location
Memory card 1 (MCM 0) Px-C2
Memory card 2 (MCM 0) Px-C4
Memory card 3 (MCM 1) Px-C10
Memory card 4 (MCM 1) Px-C12
Memory card 5 (MCM 0) Px-C14
Memory card 6 (MCM 0) Px-C15
Memory card 15 (MCM 1) Px-C24
Memory card 16 (MCM 1) Px-C25
Memory card 8 (MCM 0) Px-C17
Memory card 9 (MCM 0) Px-C18
Memory card 12 (MCM 1) Px-C21
Memory card 13 (MCM 1) Px-C22
Memory card 7 (MCM 0) Px-C16
Memory card 10 (MCM 0) Px-C19
Memory card 11 (MCM 1) Px-C20
Memory card 14 (MCM 1) Px-C23

For a multinode system the plugging sequence for memory cards is identified in the following table. For a 1

node system, use Column 1. For a 2 node system use column 2. For a 3 node system use column 3. For a 4
node system use column 4.

1 node (16 processor
server)

2 node (32 processor
server)

3 node (48 processor
server)

4 node (64 processor
server)

Node 0, Memory card 1

Node 0, Memory card 1

Node 0, Memory card 1

Node 0, Memory card 1

Node 0, Memory card 2

Node 0, Memory card 2

Node 0, Memory card 2

Node 0, Memory card 2

Node 0, Memory card 3

Node 1, Memory card 1

Node 1, Memory card 1

Node 1, Memory card 1

Node 0, Memory card 4

Node 1, Memory card 2

Node 1, Memory card 2

Node 1, Memory card 2

Node 0, Memory card 5

Node 0, Memory card 3

Node 2, Memory card 1

Node 2, Memory card 1

Node 0, Memory card 6

Node 0, Memory card 4

Node 2, Memory card 2

Node 2, Memory card 2

Node 0, Memory card 15

Node 1, Memory card 3

Node 0, Memory card 3

Node 3, Memory card 1

Node 0, Memory card 16

Node 1, Memory card 4

Node 0, Memory card 4

Node 3, Memory card 2

Node 0, Memory card 8

Node 0, Memory card 5

Node 1, Memory card 3

Node 0, Memory card 3

Node 0, Memory card 9

Node 0, Memory card 6

Node 1, Memory card 4

Node 0, Memory card 4

Node 0, Memory card 12

Node 1, Memory card 5

Node 2, Memory card 3

Node 1, Memory card 3

Node 0, Memory card 13

Node 1, Memory card 6

Node 2, Memory card 4

Node 1, Memory card 4

Node 0, Memory card 7

Node 0, Memory card 15

Node 0, Memory card 5

Node 2, Memory card 3

Node 0, Memory card 10

Node 0, Memory card 16

Node 0, Memory card 6

Node 2, Memory card 4

Node 0, Memory card 11

Node 1, Memory card 15

Node 1, Memory card 5

Node 3, Memory card 3

Node 0, Memory card 14

Node 1, Memory card 16

Node 1, Memory card 6

Node 3, Memory card 4

Node 0, Memory card 8

Node 2, Memory card 5

Node 0, Memory card 5

Node 0, Memory card 9

Node 2, Memory card 6

Node 0, Memory card 6

Node 1, Memory card 8

Node 0, Memory card 15

Node 1, Memory card 5

Node 1, Memory card 9

Node 0, Memory card 16

Node 1, Memory card 6
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Node 0, Memory card 12

Node 1, Memory card 15

Node 2, Memory card 5

Node 0, Memory card 13

Node 1, Memory card 16

Node 2, Memory card 6

Node 1, Memory card 12

Node 2, Memory card 15

Node 3, Memory card 5

Node 1, Memory card 13

Node 2, Memory card 16

Node 3, Memory card 6

Node 0, Memory card 7

Node 0, Memory card 8

Node 0, Memory card 15

Node 0, Memory card 10

Node 0, Memory card 9

Node 0, Memory card 16

Node 1, Memory card 7

Node 1, Memory card 8

Node 1, Memory card 15

Node 1, Memory card 10

Node 1, Memory card 9

Node 1, Memory card 16

Node 0, Memory card 11

Node 2, Memory card 8

Node 2, Memory card 15

Node 0, Memory card 14

Node 2, Memory card 9

Node 2, Memory card 16

Node 1, Memory card 11

Node 0, Memory card 12

Node 3, Memory card 15

Node 1, Memory card 14

Node 0, Memory card 13

Node 3, Memory card 16

Node 1, Memory card 12

Node 0, Memory card 8

Node 1, Memory card 13

Node 0, Memory card 9

Node 2, Memory card 12

Node 1, Memory card 8

Node 2, Memory card 13

Node 1, Memory card 9

Node 0, Memory card 7

Node 2, Memory card 8

Node 0, Memory card 10

Node 2, Memory card 9

Node 1, Memory card 7

Node 3, Memory card 8

Node 1, Memory card 10

Node 3, Memory card 9

Node 2, Memory card 7

Node 0, Memory card 12

Node 2, Memory card 10

Node 0, Memory card 13

Node 0, Memory card 11

Node 1, Memory card 12

Node 0, Memory card 14

Node 1, Memory card 13

Node 1, Memory card 11

Node 2, Memory card 12

Node 1, Memory card 14

Node 2, Memory card 13

Node 2, Memory card 11

Node 3, Memory card 12

Node 2, Memory card 14

Node 3, Memory card 13

Node 0, Memory card 7

Node 0, Memory card 10

Node 1, Memory card 7

Node 1, Memory card 10

Node 2, Memory card 7

Node 2, Memory card 10

Node 3, Memory card 7

Node 3, Memory card 10

Node 0, Memory card 11

Node 0, Memory card 14

Node 1, Memory card 11

Node 1, Memory card 14

Node 2, Memory card 11

Node 2, Memory card 14

Node 3, Memory card 11

Node 3, Memory card 14

Parent topic: Reference information
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Clustering systems using InfiniBand (IB)

server hardware supports clustering through InfiniBand (IB) Host Channel Adapters (HSAs) and switches. The
guide to Clustering systems using InfiniBand (IB) hardware, provides planning and installing information to
help guide you through the process of installing a cluster fabric that incorporates these switches. Also in this
guide, there is information about how to manage and service an InfiniBand (IB) cluster.

The following illustration shows servers that are connected in a cluster configuration with InfiniBand switch
networks (fabric). The servers in these networks can be connected through switches with either Peripheral
Computer Interconnect (PCl) HCAs or GX Remote Input Output (RIO) adapter HCAs. Not all configurations
support the following network configuration; refer to your sales information for supported configurations.

Figure 1. An HMC managed InfiniBand network with four switches (fabric) and four servers connected.

cPU CPU CPU CPU
T i F

Mem Host HCA Host HCA, i

IB-Ethernet
IB-FC

P

The following switch models are available:

* 481/20 (Topspin 120 Server Switch)
© 482/70 (Topspin 270 Server Switch)
* 487/00 (Cisco SFS 7000 Server Switch)
¢ 487/08 (Cisco SFS 7008 Server Switch)

If you are planning to use an InfiniBand switch in your clustered system configuration, the following table
provides a list of InfiniBand hardware and software components available.

Table 1. InfiniBand network hardware solutions

Solution
components PCI Host channel adapter GX Host channel adapter
Adapter PCI-X 4x IB Host Channel Adapter (HCA) GX 4x/12x 1B Host Channel Adapter
(HCA)
Systems server, low-end server, mid range, and high-end
Switches Topspin 120, Cisco 7000, Topspin 270, Cisco 7008
Cables Certified cables
Fabric Management |Topspin WebUI and Element Manager |IBM Network Manager
AlX version AIX 5L Version 5.3 with the 5300-03 Technology Level (APAR 1Y71011)
Linux version SUSE Linux Enterprise Server 9 (SP2) with SUSE Linux Enterprise Server 9
Topspin Enterprise Commercial Stack (SP2) with IB GX HCA driver and
OpenlB Gen2 Stack
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Note: See the Facts and Features Web site for the most recent information regarding cluster offerings.

Information resources

If you are planning to set up a clustered server configuration with InfiniBand (IB) switches, the information in
this topic helps guide you through the process. This section also contains a framework of information to help
you or your service representative to diagnose and resolve InfiniBand switch-network (fabric) problems. The
following documentation is available here for your convenience:

Planning for InfiniBand Networks

¢ This documentation, Guide to Clustering systems using InfiniBand hardware, provides planning and
installing information to help guide you through installing a cluster fabric using InfiniBand switches

e Managing your server using the Hardware Management Console (HMC)

e Topspin 120/Cisco SFS 7000 Hardware Guide

e Topspin 270/Cisco SFS 7008 Hardware Guide

¢ Hypertext Documentation Library documentation

Installing InfiniBand Networks
The following guides are available to help you set up your network:

e This documentation, Clustering systems using InfiniBand hardware, provides planning and installing
information to guide you through the process of installing a cluster fabric using InfiniBand switches.
¢ InfiniBand Hardware Installation and Cabling Guide Web Release, Topspin number: 10-00122-WEB
e Topspin 120/Cisco SFS 7000 Quick Start Guide, order number: 10-00033-04-A0
e Topspin 270/Cisco SFS 7008 Quick Start Guide , order number: 10-00045-04-A0

Administering and Servicing InfiniBand Networkslf you need to do administrative tasks on your InfiniBand cluster, the following guides are
available to help you. This documentation is also intended for use by service personnel:

¢ This documentation, Guide to Clustering systems using InfiniBand hardware, provides a guide to help
administer and service a cluster fabric using InfiniBand switches.

e Element Manager User Guide, order number: 10-00116-02-A0

e Chassis Manager User Guide, order number: 10-00029-05-A0

e Command Line Interface Reference Guide, order number: 10-00012-07-A0

e Host-side Drivers User Guide for Linux, order number: 10-00125-02-A0

Parent topic: Reference information

Setting expansion unit configuration ID and MTMS value
Provides instructions for setting important system values.

The preferred method for setting the configuration ID is through the Advanced System Management Interface
(ASMI), but it can also be performed using the physical control panel if the ASMI is unavailable.
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The machine type-model-serial (MTMS) value for the expansion unit should be set to match the original value,
which can be found on a label affixed to the expansion unit. Updating the MTMS value keeps the configuration
and error information in sync, and is used by the system when creating the location codes. This must be done
using the ASMI, not with the control panel. However, if you do not have access to the ASMI, the system will
still operate without updating this information

Note: Refer to Managing the Advanced System Management Interface (ASMI) for information on setting up
the ASMI, and Managing your server using the Advanced System Management Interface for information on
using the ASMI, including updating the system configuration settings. Updating the world-wide port name for a
new 2766, 2787, or 280E IOA Provides instructions for updating the world-wide port name after exchanging
certain 10As.

e Using the ASMI to set the configuration ID and MTMS value
¢ Using the control panel to set the configuration ID

Parent topic: Reference information

Using the ASMI to set the configuration ID and MTMS value

To perform this operation, verify that the following prerequisites have been met:

¢ The server must be powered on to firmware standby or firmware running state.
* The expansion unit must be correctly installed in the system configuration and have ac power.
e Your authority level must be one of the following:

+ Administrator

+ Authorized service provider

1. Login in to ASMI.

2. Expand System Configuration.

3. Select Configure 1/0O Enclosures.

4. Select Clear inactive enclosures.

5. If you were directed here from a FRU replacement procedure, the FRU that was replaced contained
the non-volatile storage where the expansion unit machine type-model-serial (MTMS) was stored. It is
necessary to restore the expansion unit MTMS now. It may also be necessary to set or change the
expansion unit configuration 1D (power control network identifier).

The non-volatile storage where the expansion unit MTMS value is stored in a new replacement FRU
is uninitialized. The system will detect the uninitialized value and assign an obvious, unique value of
the form TMPx.xxx.xxxxxxx, where x can be any character 0-9 and A-Z. As a result, the location code
of the expansion unit will change to UTMPx.xxx.xxxxxxx. You must first use the new

UTMP x.xxx.xxxxxxx location code listed below when selecting the expansion unit to power off and
selecting the expansion unit to change settings for.

Note:

a. Do not remove the ac power cord after powering off the expansion unit.

b. If the expansion unit does not does not immediately appear on the service utility used to
power off the expansion unit, refresh the utility periodically for up to ten minutes until it does.
If it still does not appear, go step 1 and repeat this procedure.

c. Remember to use the new UTMP x.xxx.xxxxxxx location code when selecting the expansion
unit to power off if you were directed here from a replacement procedure.

d. If you were instructed by the procedure that sent you here when you were powering off the
expansion unit to use panel function 69 to power on the expansion unit, perform panel
function 69 now (with the control panel set to manual mode) from the system unit control
panel (even though the expansion unit is already on). See Control panel functions.
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6.
7.
8.

10.

11.
12.
. Select the expansion unit you are working with.
14.
15.

16.

17.
18.

Service provider information

From the ASMI utility, expand System Configuration.

Select Configure 1/0 Enclosures.

Compare the power control network identifier value shown for the expansion unit you are working with
to the power control network identifier (configuration ID) values in the table below. Compare the
type-model and serial number values shown for the expansion unit you are working with to the type,
model, and serial values on the label on the expansion unit. If any changes must be made, go to 9.
Otherwise go to 21.

Note: Serial numbers are case sensitive. (All ahlpa characters contained in the serial number must be
entered as a capital letter.)

+ 71 for 1519-100 or 1519-200 IXA

+ 81 for 50/74, 50/79, and 5097-002 expansion units.
+ 89 for 50/88 and 05/88 expansion units.

+ 8A for 50/94, 5097-001, , , and 9094 expansion units
+ 8B for 50/95 and 05/95 expansion units.

+ 88 for 11D/10, 11D/11, and 57/90 expansion units.

+ 8C for 11D/20 expansion units.

. If the server is powered on to firmware running state, go to 10. If the server is powered on to firmware

standby state go to 11.
See the following notes, then go to Powering off an expansion unit. Then continue with 11.

Note:

+ Do not disconnect the ac power cables after powering off the expansion unit.

+ If the expansion unit does not does not immediately appear on the service utility used to
power off the expansion unit, refresh the utility periodically for up to ten minutes until it does.
If it still does not appear, go step 1 and repeat this procedure.

+ Remember to use the new UTMPx.xxx.xxxxxxx location code when selecting the expansion
unit to power off if you were directed here from a replacement procedure.

+ If you were instructed by the procedure that sent you here when you were powering off the
expansion unit to use panel function 69 to power on the expansion unit, perform panel
function 69 now (with the control panel set to manual mode) from the system unit control
panel (even though the expansion unit is already on). See Control panel functions.

From the ASMI utility, expand System Configuration.
Select Configure 1/0 Enclosure.

Select Change settings.

If in 8 you determined that the power control network identifier value is not correct, enter the correct
value now.

If in 8 you determined that the type-model and serial number values are not correct, enter the correct
values now.

Note: Serial numbers are case sensitive. (All alpha characters contained in the serial number must be
entered as a capital letter.)

Click Save settings to complete the operation

Verify that the values you just entered are reflected in the power control network identifier,
type-model, serial number, and location code columns for the expansion unit you are working with. Do
not use the browser back button to do this. Rather, expand system configuration. Then select
Configure 1/0 Enclosures.

Note: Serial numbers are case sensitive. (All alpha characters contained in the serial number must be
entered as a capital letter.)
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19. If the server is powered on to firmware standby state and you entered a new power control network
identifier in step 15, the expansion unit will power off and back on automatically. If this is the case, go
to 21. Otherwise go to 20.

20. Power on the expansion unit.

+ If the system is not HMC-managed, disconnect all ac power to the expansion unit by
disconnecting the ac cables from the power supplies on the expansion unit. Wait for the
display panel to go off, and then reconnect the ac power cables. The expansion unit will
power on automatically.

+ If the system is HMC-managed, power on the expansion unit using the Power On/Off unit
utility. If the values you just entered are not immediately reflected in the location code of the
expansion unit in the Power On/Off unit utility, restart the utility periodically for up to ten
minutes until the values you entered are reflected. Go to Powering on an expansion unit for
detailed instructions, then continue with 21.

21. Log off and close ASMI.
22. Return to the procedure that sent you here.

Parent topic: Setting expansion unit configuration ID and MTMS value

Using the control panel to set the configuration ID

To perform this operation, verify that the following prerequisites have been met:

e The server must be powered on
¢ The expansion unit must be correctly installed in the system configuration and have ac power.

Control panel function 07 is used to query and set the configuration ID and to display the frame address of
any tower connected to the SPCN network. Since the tower display panel will have the MTMS and not frame
address displayed, a function is provided to display the frame address.

1. If you were directed here from a FRU replacement procedure, the FRU that was replaced contained
the non-volatile storage where the expansion unit machine type-model-serial (MTMS) was stored. The
non-volatile storage where the expansion unit MTMS value is stored in a new replacement FRU is
uninitialized. The system will detect the uninitialized value and assign an obvious, unique value of the
form TMPx.xxx.xxxxxxx, where x can be any character 0-9 and A-Z. As a result, the location code of
the expansion unit will change to UTMP x.xxx.xxxxxxx. Use the new UTMP x.xxx.xxxxxxx location code
to power off the expansion unit. See the following notes, then go to Powering off an expansion unit.
Then return here and continue with the next step.

Note:

a. Do not remove the ac power cord after powering off the expansion unit.

b. If the expansion unit does not immediately appear on the service utility used to power off the
expansion unit, refresh the utility periodically until it does. If a code update is occurring to the
expansion unit, which is likely during a FRU replacement procedure that directs you here, it
could take an extended period for the expansion unit to appear (possibly several hours on a
large system).

c. Remember to use the new UTMP x.xxx.xxxxxxx location code when selecting the expansion
unit to power off if you were directed here from a replacement procedure.

d. If you were instructed by the procedure that sent you here when you were powering off the
expansion unit to use panel function 69 to power on the expansion unit, perform panel
function 69 now (with the control panel set to manual mode) from the system unit control
panel (even though the expansion unit is already on). See Control panel functions.

2. Select function 07 on the control panel and press Enter.

3. Select sub function A6 to display the address of all units. The frame address is displayed on all units
for 30 seconds.

4. Note the frame address on the unit that you are working on for use in the next steps.

5. Select sub function A9 to set the ID of a tower.
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. Use the arrow keys to increment/decrement to the first two digits of the frame address noted above.
. Press enter
. Use the arrow keys to increment or /decrement to the last two digits of the frame address noted
above.
. Press enter
. Use the arrow keys to increment or decrement to a configuration ID for the type of unit you are
working on:
+ 81 for 50/74 and 50/79 expansion units
+ 89 for 50/88 and 05/88 expansion units
+ 8A for 50/94 and 52/94 expansion units
+ 8B for 50/95 and 05/95 expansion units
+ 88 for 11D/10, 11D/11, and 57/90 expansion units
+ 8C for 11D/20 expansion units
11. Press Enter (078x 00 will be displayed).
12. Use the arrow keys to increment or decrement until 07** is shown.
13. Press Enter to return the panel to 07.
14. Disconnect all ac power to the unit, wait for the display panel to go off and then reconnect the ac
power.

o © [o BN o))

Note: The expansion unit will automatically power on.

Parent topic: Setting expansion unit configuration ID and MTMS value

Preventive maintenance

Provides instructions for system maintenance. Annually check and replace system filters as needed.

Do the following to access the Service Focal Point application:

1. Log into the HMC as the service representative.

2. In the Navigation area, select the Service Applications icon.

3. Select the Service Focal Point icon.

4. Select Exchange Parts. The Exchange Parts window opens. Follow the instructions on the Exchange
Parts window until you reach the removal and replacement procedures for the selected part.

Parent topic: Reference information

Related information for service provider information

Listed below are the Web sites and ESCALA Power5 Hardware Information topics that relate to the service
provider information topic. You can view or print any of the PDFs.

Web sites
e ESCALA Power5 Hardware Information The ESCALA Power5 Hardware Information is a source for
technical information about the . The ESCALA Power5 Hardware Information is your starting point for
all technical information.

Other information

e Accessing the Advanced System Management Interface
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¢ Installing features

¢ Managing your server using the Hardware Management Console

e Managing your server using the Advanced System Management Interface
¢ Troubleshooting

Saving PDF files
To save a PDF on your workstation for viewing or printing:
1. Right-click the PDF in your browser (right-click the link above).
2. Click Save Target As... if you are using Internet Explorer. Click Save Link As... if you are using
Netscape Communicator.
3. Navigate to the directory in which you would like to save the PDF.
4. Click Save.
Downloading Adobe Acrobat Reader

You need Adobe Acrobat Reader to view or print these PDFs. You can download a copy from the Adobe Web
site (www.adobe.com/products/acrobat/readstep.html).

What's new

Highlights changes and improvements to the Service provider information.
What's new as of April 2006

The Start of Call Procedure has been expanded.

Support for the following hardware has been added:

¢ 10C/05 HMC.

® server

® server

e server

e 7/20 server

o ESCALA PL 250R-L+ or ESCALA PL 450R-VL+ server
e server

® server

e T24

e D24

What's new as of 8 February 2005
Support for the following hardware has been added:
e 7/10 system models.
e ESCALA PL 250R-L system models.
® 5/75 system models.
¢ 10C/04 and 10C/R3 HMC models.
What's new as of 1 October 2004

Support for the following hardware has been added:

e ESCALA PL 3250R and ESCALA PL 6450R system models.
® 57/90, 57/91, 57/94, and 406/1D expansion units.

What's new as of 30 August 2004

Updates have been made throughout the topic to direct AIX and Linux users through the appropriate service
path.

Card positions Missing card position information for some expansion units was added.

Related information for service provider information 29


http://www.adobe.com/products/acrobat/readstep.html
http://www.adobe.com/products/acrobat/readstep.html

Service provider information

Service processor isolation procedures A number of the service processor isolation procedures were
enhanced and revised.

Addresses New address information has been added for the model ESCALA PL 450T/R.
What's new as of 30 July 2004
Support for new hardware
e Information for servicing the following system units has been added: ESCALA PL 450T/R .
¢ Information has also been added for the following expansion units: 11D/10, 11D/11, and 11D/20.
e Information for servicing the model ESCALA PL 850R/PL 1650R/R+ has been updated to account for
the optional secondary units.
Support for AIX and Linux
e |solation procedures have been added for servers running the AIX and Linux operating systems.
e The Start of call procedure has been updated to direct AIX and Linux users through the correct
service path.
e Working with AIX diagnostics has been updated in the Reference information topic.

Parent topic: Service provider information

Working with AIX diagnostics

Provides diagnostic information specific to AlX.

Working with AIX diagnostics is divided into three topics.

Use General AIX diagnostic information when you need to refer to information on the following subtopics:

e AIX operating system message files

e Firmware and microcode

 CEREADME file

¢ CE login

¢ Automatic diagnostic tests

e CPU and memory testing and error log analysis

¢ Diagnostic programs

¢ Periodic diagnostics

¢ Automatic error log analysis (diagela)

e Log repair action

e System fault indicator and system identify indicator
e Array bit steering

¢ Running diagnostics on the native system port on a full machine partition with a HMC attached
¢ Enhanced I/O error handling

Use Loading and Using the AlX online diagnostics or the standalone diagnostics when you need to refer to
information on the following subtopics:

e Standalone and online diagnostic operating considerations
¢ Online diagnostics mode of operations

¢ Standalone diagnostic operation

¢ General information about multiple systems

¢ Determining system architecture

e high-availability SCSI

e Diagnostic summary

¢ Diagnostics tasks and resources

¢ PCI SCSI RAID descriptions and diagnostic procedures

Use AlIX tasks and service aids when you need to refer to information on the following tasks or service aids:
e Add resource to resource list
¢ AIX Shell Prompt
e Analyze Adapter Internal Log
¢ Backup and Restore Media
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¢ Certify Media

¢ Change Hardware Vital Product Data

e Configure Dials and LPF Keys

¢ Configure ISA Adapters

¢ Configure Reboot Policy

e Configure Remote Maintenance Policy

¢ Configure Ring Indicate Power On (RSPC)
¢ Configure Ring Indicate Power-On Policy

e Configure Service Processor (RSPC)

¢ Configure Scan Dump Policy

e Configure Surveillance Policy

e Create Customized Configuration Diskette

¢ Delete Resource from Resource List

e Disk Maintenance

e Display Configuration and Resource List

¢ Display Firmware Device Node Information
¢ Display Hardware Error Report

e Display Hardware Vital Product Data

¢ Display Machine Check Error Log

¢ Display Microcode Level

e Display Multipath I/O (MPIO) Device Configuration
e Display or Change Bootlist

e Display or Change Diagnostic Run Time Options
e Display Previous Diagnostic Results

e Display Resource Attributes

¢ Display Service Hints

e Display Software Product Data

e Display System Environmental Sensors

e Display Test Patterns

e Display USB Devices

e Download Microcode

¢ Fibre Channel RAID Service Aids

¢ Flash SK-NET FDDI Firmware

e Format Media

e Gather System Information

e Generic Microcode Download

¢ Hot Plug Task

e [dentify Indicators

e |dentify and Remove Resource Task (See "Hot Plug Task" for AlX 4.3.3.10 or higher)
¢ [dentify and System Attention Indicators

e Local Area Network Analyzer

¢ Log Repair Action

¢ Periodic Diagnostics

¢ PCI SCSI Disk Identify Array Manager

e PCI RAID Physical Disk Identify

* Process Supplemental Media

¢ Run Diagnostics

e Run Error Log Analysis

e Run Exercisers

¢ Save or Restore Hardware Management Policies
e Save or Restore Service Processor Configuration (RSPC)
e SCSI Bus Analyzer

e SCSI RAID Physical Disk Status and Vital Product Data
e SCSD Tape Drive Service Aid

* Spare Sector Availability

¢ SSA Service Aid

e System Fault Indicator

¢ System ldentify Indicator

¢ Update Disk-Based Diagnostics

e Update System or Service Processor Flash
¢ Update System Flash (RSPC)

¢ 7135 RAIDiant Array Service Aids

¢ 7318 Serial Communication Network Server

e General AIX diagnostic information
¢ Loading and Using the AIX online diagnostics or the standalone diagnostics
Use this procedure to check the server or partition for correct hardware operation after removing and
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replacing a part or installing a feature.
¢ AIX tasks and service aids
The AIX diagnostic package contains programs that are called Tasks.

Parent topic: Reference information

Printable PDF

Provides access to a hardcopy, printable PDF of the service provider information topic.

To view or download the PDF version of this document select from the following:

¢ Beginning problem analysis and isolation (about 9.7 MB) Includes the Start of call procedure and
problem determination procedures.

* Reference codes (about 12.3 MB) Includes information about system reference codes (SRCs),
progress codes, and service request numbers (SRNs).

¢ Locating and exchanging parts, and verifying the repair (about 25 MB) Includes information for
locating parts, determining the correct part number, removing and replacing parts, and verifying the
repair.

¢ Reference information (about 1.5 MB) Includes additional information that may be of use to the
service provider, such as data recovery procedures, AlX diagnostics, and HMC maintenance.

¢ Service functions (about 2.9 MB) Includes information about some of the service functions
commonly used by authorized service providers.

Saving PDF files
To save a PDF on your workstation for viewing or printing:
1. Right-click the PDF in your browser (right-click the link above).
2. Click Save Target As... if you are using Internet Explorer. Click Save Link As... if you are using
Netscape Communicator.

3. Navigate to the directory in which you would like to save the PDF.
4. Click Save.

Downloading Adobe Acrobat Reader

You need Adobe Acrobat Reader to view or print these PDFs. You can download a copy from the Adobe Web
site (www.adobe.com/products/acrobat/readstep.html) .

Parent topic: Service provider information

Start of call procedure

Provides a starting point for analyzing problems. You should begin all service actions with this procedure.

This is the starting point for diagnosing and repairing servers. From this point, you will be guided to the
appropriate information to help you diagnose server problems, determine the appropriate repair action, and
then perform the necessary steps to repair the server. A system attention light indicates there is a serviceable
event (an SRC in the control panel or in one of the serviceable event views) on the system. This procedure
will guide you through finding the serviceable event.
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Note: In this topic, control panel and operator panel are synonymous.

Before beginning, perform as many of the following tasks as possible:

Note: Ask the customer for the Using the problem reporting forms (available in the Customer service, support,
and troubleshooting topic) that they should have completed when working with the support center.

¢ Verify the symptoms and service call data, including:
+ The server machine type, model number, and serial number.
+ The customer problem number.
+ A reference code (SRC, SRN or progress code). If you do not have a reference code, ask the
customer for the date and time of the problem.
+ Any available location code information
+ Any data stored in:
¢ the service action event log in Service Focal Point
¢ other operating system-specific logs as directed
+ Symptoms reported to you by the customer.
+ Symptoms reported to you by the service support center.
+ Symptoms reported to you by an attached input/output (I/O) device, for example, a disk drive
enclosure expansion drawer.
¢ Record information to help you return the server to the same state that the customer typically uses,
such as:
+ The IPL type that the customer typically uses for the server. (See Function 01: Display
selected IPL type, system operating mode, and IPL speed for more information.)
+ The IPL mode that is used by the customer on this server.
+ The way in which the server is configured or partitioned.
e Ensure that the customer has put the server into a state in which you can perform service tasks.

1. Is the failing component a monitor (display) or keyboard?

No:
Continue with the next step.
Yes:
Is the monitor or keyboard attached to a keyboard, video, mouse (KVM) switch?
No:
Continue with the next step.
Yes:

Go to Troubleshooting the keyboard, video, and mouse (KVM) switch for the 1x8 and
2x8 console manager.
2. Is the failing unit an ESCALA PL 245T/R or a 471/857?
+ No: Continue with the next step.
+ Yes: Go to Diagnosing a problem on an ESCALA PL 245T/R or a 471/85.
3. Is the failing server an xSeries or a BladeCenter blade server attached to an server through an iSCSI
Host Bus Adapter (HBA)?
+ No: Continue with the next step.
+ Yes: Go to the integrated xSeries troubleshooting procedure.
4. Is there a Hardware Management Console (HMC) attached to the failing unit?
+ No: Continue with the next step.
+ Yes: Continue with step 7.
5. Is this an HMC-managed system?

Notes:

a. Look for HMC=x displayed in the control panel. The x represents a 0, 1, or 2, and depends on
the number of HMCs attached to your server.
b. Ask the customer.
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c. If the server does not have a control panel, then it should have an HMC.

+ No: Go to step 9.
+ Yes: Continue with the next step.

6. Inform the customer that an HMC is required to continue servicing the system, and ask the customer
to reattach the HMC to the server. When the HMC is reattached to the managed system, continue
with the next step.

7. Is the HMC functional?

+ No: Go to HMC problem isolation procedures. Once the HMC is functional, return here and
continue with the next step.
+ Yes: Continue with the next step.
8. Perform the following steps from the HMC that is used to manage the server. During these steps,
refer to the service data that was gathered earlier:

a. In the Navigation Area, open Service Applications.

b. Select Service Focal Point.

c. Select Repair Serviceable Event.

d. On the Select Failing System window, select the managed system that has the problem, and
click OK.

e. Scroll through the log and verify that there is a problem with the status of Open to correspond
with the customer's reported problem.

Note: If you are unable to locate the reported problem, and there is more than one open
problem near the time of the reported failure, use the earliest problem in the log.

Do you find the reported problem, or an open problem near the time of the reported problem?

+ No: Continue with the next step.
+ Yes: Select the serviceable event you want to repair, and select Repair from the Selected
menu.
This launches a series of windows that guides you through the steps to repair the serviceable
event. The system guides you through one of the two following methods of repair, depending
on the type of FRU you need to exchange:
¢ An interactive step-by-step process that provides illustrations and video presentations
to help you exchange the FRU.
¢ A link to the appropriate ESCALA Power5 Hardware Information topic that provides
instructions to help you exchange the FRU.
After you complete the repair procedure, the system automatically closes the serviceable
event. This ends the procedure.

Note: If the Repair procedures are not available, continue with the next step.

9. Is there an eight-digit reference code (except Cxxxxxxx) displayed in function 11 on the control panel,
or if applicable on the HMC?
+ No: Continue with the next step.
+ Yes: Record all reference code data, including the values for functions 11 through 20 (see
Collecting reference codes and system information), and note the failing partition. Then, go to
the Reference codes topic to further isolate the problem. This ends the procedure.

Notes: If you are working at an HMC, check the HMC for operator panel values by performing the
following steps:

a. In the Navigation Area, expand Server and Partition > Server Management.
b. Choose from the following options:
¢ To view managed system reference codes:
i. In the right pane, right-click the system and select Properties.
ii. Select the Reference Code tab to view the codes.
ii. When finished, click Cancel.
¢ To view logical partition reference codes:
i. In the right pane expand the system that contains the partition.
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ii. Open Partitions.

iii. Right-click the logical partition and select Properties.
iv. Select the Reference Code tab to view the codes.

v. When finished, click Cancel.

10. Is the system managed by the Integrated Virtualization Manager (IVM)?

Note: For information about the IVM, refer to Managing the Integrated Virtualization Manager

+ Yes: Go to step 13.
+ No: Continue with the next step.
11. Is an operating system console session available and can you log into the session?

Notes:

a. For servers with logical partitions, the console session must be available for the failing
partition.

b. If you suspect a problem is on a device (a disk drive enclosure expansion drawer for
example) that is attached to a server or a partition, the console session must be available for
the partition to which the device is attached.

c. See 5250 Console in the Managing your server topic for details on accessing a 5250 console
session on the HMC.

¢ Yes: Go to step 14.
+ No: Continue with the next step.

12. Work with the customer to open an operating system console session. Can you successfully open an
operating system console session?

+ Yes: Go to step 14.
+ No: Go to step 16.

13. Work with the customer to access the IVM web interface if it is not already running. Refer to
Connecting to Integrated Virtualization Manager. Can you successfully open the console session for
IVM?

+ Yes: Continue with the next step.
+ No: Go to step 16.

14. Use the operating system-specific, the IVM-specific, or the Virtual I/O server (VIOS)-specific service
tools and system logs to locate a "serviceable event" in the logs, or if there is no serviceable event,
use the customer-reported symptom in step 14.b.

a. Ask the customer for the date and time of the problem.

Note: If you are unable to locate the reported problem and there is more than one open
problem near the time of the reported failure, use the earliest failure.

b. Go to the appropriate procedure depending on the operating system, IVM, or VIOS that is
reporting a problem.
¢ If your server is managed by IVM, go to Collect serviceable events in IVM, and then
return here and continue on step 15.
O If your server or partition is running AlX, go to AlX fast-path problem isolation.
O If your server or partition is running Linux, go to Linux fast-path problem isolation.
¢ If your server or partition is running a Virtual /0O Server partition, go to Virtual I/0O
Server troubleshooting.
15. Did you find a reference code associated with this failure near the time of the reported problem?
+ No: Continue with the next step.
+ Yes: Collect all reference code data and note the failing partition. Go to the Reference codes
topic to further isolate the problem. This ends the procedure.
16. Use the HMC or a web browser to access the Advanced System Management Interface (ASMI). See
Accessing the Advanced System Management Interface for details. Then, perform the following steps:
a. Log into the ASMI.
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b. Click the plus sign next to System Service Aids.
c. Select Error/Event Logs to view the service processor error log.

Note: For more information on using the ASMI, see Managing your server using the Advanced
System Management Interface.

Were you able to access ASMI and is there a reference code in the service processor error log that
requires service?

+ No: Continue with the next step.

+ Yes: Collect all reference code data and note the failing partition. Go to the Reference codes
topic to further isolate the problem. This ends the procedure.

The following examples show the possible formats of reference codes that display during the
power-on process:

+ C1xx xxxx codes are displayed during the time after power is connected to the server until the
service processor initial power-on process completes (indicated by "01" in the upper-left
corner of the physical or logical control panel).

+ C2xx xxxx and C7xx xxxx codes are displayed after the power-on sequence is initiated.

+ CAxx xxxx codes are displayed while an AIX or Linux partition is initializing its resources.

* xxx, 0xxx, 2xxxx, or C6xx xxxx, C9xx xxxx codes are displayed during the time that the
operating system boots and configures resources.

+ 888-xxx code

Does the power-on process for the server appear to be stopped, and does function 11 display a
reference code of a format shown in the list above?

+ No: Go to the Symptom index. This ends the procedure.
+ Yes: Collect all reference code data and note the failing partition. Go to the List of progress
codes topic to further isolate the problem. This ends the procedure.

¢ Diagnosing a problem on an ESCALA PL 245T/R or a 471/85

This is the entry procedure for diagnosing problems on an ESCALA PL 245T/R or a 471/85

Parent topic: Service provider information

Collect serviceable events in IVM

Use this procedure when using Integrated Virtualiziation Manager (IVM) to check for serviceable events on
your system.

36

1.

Did you receive a reference code on the IVM console?

Note: For details on viewing reference codes using IVM, refer to Using the Integrated Virtualization
Manager.

Yes:
Record the reference code, and return to the procedure that sent you here to further isolate
the problem.

No:
Continue with the next step to check for serviceable events.

. In the IVM navigation bar, under Service Management, select Manage Serviceable Events.
. In the Serviceable Event Selection Criteria field, select the criteria for the serviceable events that you

want to view and click on Apply. The serviceable events appear in a table on your monitor. The table
contains a list that shows all serviceable events matching your selection criteria.

. Select one of the following options to perform an action on your serviceable events.

+ To view properties, continue with step 5.
+ To view associated FRUs, continue with step 6.
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Service provider information

+ To close a serviceable event, continue with step 7.
+ To view additional details for a serviceable event, continue with step 8.
5. To view properties for a serviceable event, select the serviceable event that you want to view
properties for and select Properties. The Serviceable Event Comments window opens.
6. To view associated field replaceable units (FRUs), select the serviceable event that you want to view
FRUs for, and select View associated FRUs. The serviceable event window opens.
7. To close a serviceable event, select one or more of the serviceable events that you want to close, and
select Close Events. The Serviceable Event Comments window opens.
a. Enter comments if necessary, and click Close Events.
b. On the Close Serviceable Event dialog box, click Yes to close the serviceable event.
8. To view additional details for a serviceable event, select the serviceable event that you want to view
additional details for and select View additional details. The Serviceable Event Comments window
opens.

This ends this procedure.

Parent topic: Isolating problems

Diagnosing a problem on an ESCALA PL 245T/R or a 471/85
This is the entry procedure for diagnosing problems on an ESCALA PL 245T/R or a 471/85

If possible, leave the server in the state that it was in when the problem first occurred. Before you begin,
visually check the system for symptoms, damage, or obvious problems such as unplugged or damaged power
cables, correct external device cabling, or external devices that are powered off. Correct any problems that
you find. Make a note of any symptoms that your server displays, such as:

¢ the system-attention light emitting diode (LED) is continuously illuminated.
e a reference code is displayed in the control (operator) panel display.
e you are having a problem with an adapter or an attached device.

Note: Because your server stores information about system operations even after the system unit is powered
off, do not unplug the power cord from the system unit (or the power source) until you are instructed to do so
later in these procedures.

1. Is the system-attention LED on the control panel illuminated continuously?

+ No: When the server is running, the system-attention LED is normally in the off state.
However, you can manually put the LED in a blinking state to help identify the system unit.
These states are normal and do not indicate a problem. To continue diagnosing a potential
problem with your server, go to additional diagnostic procedures.

¢ Yes: A continuously illuminated system-attention LED means that the server has stored some
information about a problem, and that you need to take an action to correct the problem.
Continue with the next step.

2. Using care to not remove the power cord from the system unit or from the power source, remove the
side cover from the system unit. See Remove and replace model ESCALA PL 245T/R covers and
doors. After the side cover is removed, continue with the next step.

3. Locate the light-path-diagnostic card which is located on the disk drive cage. Is there a fault-indicator
LED that is continuously illuminated on the light-path-diagnostic card?
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ot E
Figure 1. ESCALA PL 245T/R light-path-diagnostic card |

Table 1. ESCALA PL 245T/R Fault-indicator LEDs

1 Power supply fault-indicator LED 7 Front fan
fault-indicator LED

2 Voltage-regulator module fault-indicator LED 8 Battery fault-indicator
LED

3 Disk-drive bay fan fault-indicator LED 9 PCI adapter
fault-indicator LED

4 Optical-media bay fault-indicator LEDs 10 Thermal
fault-indicator LED

5 Disk-drive bay fault-indicator LEDs 11 Rear fan
fault-indicator LED

6 System backplane fault-indicator LED 12 Memory

fault-indicator LED

+ No: To continue diagnosing a potential problem with your server, go to the additional
diagnostic procedures in step 8.
¢ Yes: A continuously illuminated LED on the light-path-diagnostic card means that the server
has detected a problem in the area of the server that is represented by the LED's position on
the card. Continue with the next step.
4. Do one of the following actions:

Note: If you need to remove the air baffle, do not unplug the power cord from the server or the power
source.

+ If the thermal fault-indicator LED on the light-path-diagnostic card is illuminated and there are
no other fault indicator LEDs illuminated, ensure that the air vents in the front and rear of the
server are not blocked and that the room temperature is within the operational specifications.

+ If the light-path-diagnostic card indicates that you have a problem with a component that is
located under the air baffle, such as a memory module or a voltage-regulator module, you
must open the door on the air baffle to see the component-identification LEDs, see Remove
and replace model ESCALA PL 245T/R or a 471/85 covers and doors, then continue with
step 5.

+ If the light-path-diagnostic card indicates that you have a problem with the battery, power
supply, front fan, rear fan, disk-drive fan, disk drive in one of the bays, or a PCl adapter in a
PCI slot, go to step 6.

5. After the air baffle door is opened, you can see components such as memory modules and
voltage-regulator modules and the component-identification LEDs that identify which module has a
problem. Using the position of the fault-indicator LED from the previous step and the flashing
component-identification LED, determine which module in your server is failing. Continue with the
next step.

6. Call your service organization and report that one of the parts from the following list has a problem:

+ memory module (DIMM)

+ voltage-regulator module

+ system backplane
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+ battery, Non-Volitile Random Access Memory (NVRAM)

* power supply

+ PCI adapter fan

# processor fan

+ disk drive enclosure fan

+ media device in one of the bays
+ disk drive in one of the bays

+ PCl adapter in a PCl slot

Note: The preceding parts are listed with their part numbers in the Part number catalog.

When you receive the replacement part, continue with the next step.

7. Replace the part that was indicated by the fault-indicator LED. For removal and replacement
instructions for the part, see Installing features and replacing parts. This ends the procedure.

8. You are here because your server has a problem that cannot be identified by the system-attention
LED and fault-indicator LEDs. From the following table, find a symptom that describes your server's

symptoms and do the related action:

Option Description

Symptom Action

The control (operator) panel is not Go to the Memory and processor subsystem problem
illuminated. isolation procedure.

The control (operator) panel is blank
except for a dot moving across the
control panel display.

The dot moving across the control panel display indicates
that the control panel is hung in a reset state. This
symptom might occur if a control panel cable is incorrectly
seated or plugged, if a control panel or cable is damaged,
or if the wrong control panel is installed. Do the following:
+ Check and reconnect the control panel and cable
connections. Refer to Model 7037-A50 and
7047-185 control panel
+ If reconnecting the control panel cable did not fix
the problem, replace the control panel. For control
panel removal and installation instructions go to
Model ESCALA PL 245T/R and 7047-185 control
panel.

Note: After checking the above mentioned cables, plugs
and control panel, and the symptom still has not been
cleared, suspect the system backplane. Call your next
level of support.

There is a five, six, or eight character
code displayed in the control
(operator) panel.

Go to Using system reference codes.

The server appears to have stopped.
There is a three or four character
code continuously displayed in the
control (operator) panel for an
unusually long period.

Go to Using progress codes.

There is a code with a hyphen
(xxx-xxxx) displayed in the control
(operator) panel.

You have a Service Request Number (SRN); go to AIX
problem analysis.

The server appears to be looping.
There is a series of three or four
character codes repeatedly
displaying in the control (operator)
panel.

Go to Problems with loading and starting the operating
system.

The AIX operating system is available
but you still have a problem.

You have a problem with an AlX server; goto AIX
problem analysis.

Diagnosing a problem on an ESCALA PL 245T/R or a 471/85
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The Linux operating system is
available but you still have a problem.

You have a problem with a Linux server; go to Linux
problem analysis.

The replacement part does not fix the
problem.

After the part is replaced, complete the system verification
procedure. If your server shows the same symptoms, call
your next level of support.

If your server shows different symptoms than before,
diagnose the new symptoms. Return to the first step of this
procedure.

Find a System Reference Code (SRC)
using the Operator Panel functions

Go to Control panel functions.

Find an SRC using the System
Management Services

Go to Managing the system management services.

AIX diagnostics

Go to Working with AIX diagnostics.

Linux tool kit Web page

Go to Obtaining service and productivity tools for Linux.

Firmware update procedures

Go to Getting server firmware fixes for an ESCALA PL
245T/R or 7047-185 system.

Parent topic: Start of call procedure

Symptom index

Use this symptom index only when you are guided here by the Start of call procedure.

Note: If you were not guided here from the Start of call procedure, return there and follow the instructions
given in that procedure.

Review the symptoms in the left column. Look for the symptom that most closely matches the symptoms on
the server that you are troubleshooting. When you find the matching symptom, perform the appropriate action
as described in the right column.

Table 1. Determining symptom types

Symptom

What you should do:

You do not have a symptom.

Go to the Start of call procedure.

The symptom or problem is on a server or a
partition running AlX.

Go to AIX server or AlX partition symptoms.

The symptom or problem is on a server or a
partition running Linux.

Go to Linux server or Linux partition symptoms.

AIX server or AIX partition symptoms

Use the following tables to find the symptom you are experiencing. If you cannot find your symptom, contact
your next level of support.

40

Symptom index




Service provider information

Choose the description that best describes your situation:

* You have a service action to perform
¢ Integrated Virtualization Manager (IVM) Problem
e An LED is not operating as expected
e Control (operator) panel problems

o Reference codes

¢ Hardware Management Console (HMC) Problem

* There is a display or monitor problem (for example, distortion or blurring)
e Power and cooling problems
e Other symptoms or problems

You have a service action to perform

Symptom

What you should do:

You have an open service event in the service action event log. Go to Start of call procedure.

You have parts to exchange or a corrective action to perform.

1. Go to Removing and
replacing parts.

2. Go to End-of-call
procedure.

problem.

You need to verify that a part exchange or corrective action corrected the

1. Go to Verifying the repair.
2. Go to the End-of-call
procedure.

You need to verify correct system operation.

1. Go to Verifying the repair.
2. Go to End-of-call
procedure.

Integrated Virtualization Manager (IVM) Problem

Symptom

What you should do:

is damaged

The partitions do not activate - partition configuration |Restore the partition configuration data using IVM. See

Backing up and restoring partition data

managed by IVM

Other partition problems when the server is

Perform Troubleshooting with the Integrated
Virtualization Manager

An LED is not operating as expected

Symptom

What you should do:

Symptom index

Go to Start of call procedure.
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The system attention LED on the control panel
is on.

The rack identify LED does not operate
properly.

Go to AIX fast-path problem isolation.

The rack indicator LED does not turn on, but a
drawer identify LED is on.

1. Make sure the rack indicator LED is properly

2. Make sure that the rack identify LED is properly

3. Replace the following parts one at a time:

4. Contact your next level of support

mounted to the rack.

cabled to the bus bar on the rack and to the drawer
identify LED connector.

+ Rack LED to bus bar cable
¢ LED bus bar to drawer cable
¢ LED bus bar

Control (operator) panel problems

Symptom

What you should do:

01 does not appear in the upper-left corner of the
operator panel display after the power is connected
and before pressing the power-on button. Other
symptoms appear in the operator panel display or
LEDs before the power on button is pressed.

Go to Power problems.

A bouncing or scrolling ball remains on the operator
panel display, or the operator panel display is filled
with dashes or blocks.

Verify that the operator panel connections to the
system backplane are connected and properly seated.

If a client computer (such as a PC with Ethernet
capability and a Web browser) is available, connect it
to the service processor in the server that is displaying
the symptom.

To connect a personal computer with Ethernet
capability and a Web browser, or an ASCII terminal, to
access the Advanced System Management Interface
(ASMI), go to Managing your server using the
Advanced System Management Interface.

e |f you can successfully access the ASMI,
replace the operator panel assembly. Refer to
Finding part locations to determine the part
number and correct exchange procedure.

e |f you cannot successfully access the ASMI,
replace the service processor. Refer to Finding
part locations to determine the part number
and correct exchange procedure.

If you do not have a PC or ASCII terminal, replace the
following one at a time (go to Finding part locations to
determine the part number and correct exchange
procedure):

1. Operator panel assembly.
2. Service processor.

You have a blank display on the operator panel.
Other LEDs on the operator panel appear to behave

42

Symptom index



normally.

Service provider information

1. Replace the operator panel assembly. Refer to
Removing and replacing parts.

2. Replace the service processor. Refer to
Removing and replacing parts.

You have a blank display on the operator panel.
Other LEDs on the operator panel are off.

Go to Power problems.

An 888 sequence is displayed in the operator panel

display.

Go to AIX fast-path problem isolation.

Reference codes

Symptom

What you should do:

You have an 8-digit error code
displayed.

Look up the reference code in the Reference codes section of the
ESCALA Power5 Hardware Information.

Note: If the repair for this code does not involve replacing a FRU (for
instance, running an AIX command that fixes the problem or changing a
hot-pluggable FRU), then update the AIX error log after the problem is
resolved by performing the following steps:

1. In the online diagnostics, select Task Selection > Log Repair
Action.
2. Select resource sysplanarQ.

On systems with a fault indicator LED, this changes the fault indicator
LED from the fault state to the normal state.

The system stops with an 8-digit

error code displayed when booting.

Look up the reference code in the Reference codes section of the
ESCALA Power5 Hardware Information.

The system stops and a 4-digit
code displays on the control panel
that does not begin with 0 or 2.

Look up the reference code in the Reference codes section of the
ESCALA Power5 Hardware Information.

The system stops and a 4-digit
code displays on the control panel
that begins with 0 or 2 is displayed
in the operator panel display.

Record SRN 101-xxxx where xxxx is the 4-digit code displayed in the
control panel, then look up this reference code in the Reference codes
section of the ESCALA Power5 Hardware Information. Follow the
instructions given in the Description and Action column for your SRN.

The system stops and a 3-digit
number displays on the control
panel.

Symptom index

Add 101 to the left of the three digits to create an SRN, then look up
this reference code in the Reference codes section of the ESCALA
Power5 Hardware Information. Follow the instructions given in the
Description and Action column for your SRN.

If there is a location code displayed under the 3-digit error code, look at
the location to see if it matches the failing component that the SRN
pointed to. If they do not match, perform the action given in the error
code table. If the problem still exists, replace the failing component from
the location code.

If there is a location code displayed under the 3-digit error code, record
the location code.

Record SRN 101-xxx, where xxx is the 3-digit number displayed in the
operator panel display, then look up this reference code in the
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Reference codes section of the ESCALA Power5 Hardware Information.
Follow the instructions given in the Description and Action column for

your SRN.

Hardware Management Console (HMC) Problem

Symptom

What you should do:

Hardware Management Console (HMC) cannot be
used to manage a managed system, or the
connection to the managed system is failing.

If the managed system is operating normally (no
error codes or other symptoms), the HMC might
have a problem, or the connection to the managed
system might be damaged or incorrectly cabled. Do
the following:

1. Check the connections between the HMC
and the managed system. Correct any
cabling errors if found. If another cable is
available, connect it in place of the existing
cable and refresh the HMC interface. You
may have to wait up to 30 seconds for the
managed system to reconnect.

2. Verify that any connected HMC is connected
to the managed system by checking the
Management Environment of the HMC.

Note: The managed system must have
power connected, and either be waiting for a
power-on instruction (01 is in the upper-left
corner of the operator panel), or be running.

If the managed system does not appear in
the Navigation area of the HMC
Management Environment, the HMC or the
connection to the managed system might be
failing.

3. Go to the Entry MAP in the Managing your
server using the Hardware Management
Console section.

4. There might be a problem with the service
processor card or the system backplane. If
you cannot fix the problem using the HMC
tests in the Managing your server using the
Hardware Management Console section:

a. Replace the service processor card.
Refer to Removing and replacing
parts.

b. Replace the system backplane if not
already replaced in substep "a"
above. Refer to Removing and
replacing parts.

Hardware Management Console (HMC) cannot call
out using the attached modem and the customer's
telephone line.
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If the managed system is operating normally (no
error codes or other symptoms), the HMC might
have a problem, or the connection to the modem and
telephone line might have a problem. Do the
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followin

1.

2.

g:

Check the connections between the HMC
and the modem and telephone line. Correct
any cabling errors if found.

Go to the Entry MAP in the Managing your
server using the Hardware Management
Console section.

There is a display problem (for example, distortion or blurr

ing)

Symptom

What you should do:

All display problems.

a.

b.

a.
b.

C.

1. If you are using the Hardware Management Console,
go to the Managing your server using the Hardware
Management Console section.

2. If you are using a graphics display:

Go to the problem determination procedures
for the display.
If you do not find a problem:
0 Replace the graphics display adapter.
Refer to Removing and replacing
parts.
¢ Replace the backplane into which the
card is plugged. Refer to Removing
and replacing parts.

3. If you are using an ASCII terminal:

Make sure that the ASCII terminal is
connected to S1.

If problems persist, go to the problem
determination procedures for the terminal.
If you do not find a problem, replace the
service processor. Refer to Removing and
replacing parts.

There appears to be a display problem Go to the proble
(distortion, blurring, and so on)

m determination procedures for the display.

Power and cooling problems

Symptom

What you should do:

The system will not power on and no error codes are available.

Go to Power problems.

stay on.

The power LEDs on the operator panel and the power supply do not come on or

1. Check the service
processor error log.

2. Go to Power
problems.

The power LEDs on the operator panel and the power supply ¢
on, but the system does not power on.

Symptom index

ome on and stay
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1. Check the service
processor error log.

2. Go to Power
problems.

A rack or a rack-mounted unit will not power on.

1. Check the service
processor error log.

2. Go to Power
problems.

The cooling fan(s) do not come on, or come on but do not stay on.

1. Check the service
processor error log.

2. Go to Power
problems.

displayed.

The system attention LED on the operator panel is on and there is no error code

1. Check the service
processor error log.

2. Go to Power
problems.

Other symptoms or problems

Symptom

What you should do:

The system stopped and a code is displayed on the operator
panel.

Go to Start of call procedure.

01 is displayed in the upper-left corner of the operator panel
and the fans are off.

The service processor is ready. The system
is waiting for power-on. Boot the system. If
the boot is unsuccessful, and the system
returns to the default display (indicated by 01
in the upper-left corner of the operator
panel), go to MAP 0020: Problem
determination procedure.

The operator panel displays STBY.

The service processor is ready. The server
was shut down by the operating system and
is still powered on. This condition can be
requested by a privileged system user with
no faults. Go to Start of call procedure.

Note: See the service processor error log for
possible operating system fault indications.

All of the system POST indicators are displayed on the
firmware console, the system pauses and then restarts. The
term POST indicators refers to the device mnemonics (the
words memory, keyboard, network, scsi, and speaker)
that appear on the firmware console during the power-on
self-test (POST).

Go to Problems with loading and starting the
operating system.

The system stops and all of the POST indicators are displayed
on the firmware console. The term POST indicators refers to
the device mnemonics (the words memory, keyboard,
network, scsi, and speaker) that appear on the firmware
console during the power-on self-test (POST).

Go to Problems with loading and starting the
operating system.
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The system stops and the message starting software
please wait...is displayed on the firmware console.

Go to Problems with loading and starting the
operating system.

The system does not respond to the password being entered
or the system login prompt is displayed when booting in
service mode.

1. If the password is being entered
from the Hardware Management
Console (HMC), go to the Managing
your server using the Hardware
Management Console.

2. If the password is being entered
from a keyboard attached to the
system, the keyboard or its controller
may be faulty. In this case, replace
these parts in the following order:

a. Keyboard
b. Service processor

3. If the password is being entered
from an ASCII terminal, use the
problem determination procedures
for the ASCII terminal. Make sure
the ASCII terminal is connected to
Si.

If the problem persists, replace the
service processor.

If the problem is fixed, go to MAP 0410:
Repair checkout.

The system stops with a prompt to enter a password.

Enter the password. You cannot continue
until a correct password has been entered.
When you have entered a valid password,
go to the beginning of this table and wait for
one of the other conditions to occur.

The system does not respond when the password is entered.

Go to Step 1020-2.

No codes are displayed on the operator panel within a few
seconds of turning on the system. The operator panel is blank
before the system is powered on.

Reseat the operator panel cable. If the
problem is not resolved, replace in the
following order:

1. Operator panel assembly. Refer to
Removing and replacing parts

2. Service processor. Refer to
Removing and replacing parts.

If the problem is fixed, go to MAP 0410:
Repair checkout.

If the problem is still not corrected, go to
MAP 0020: Problem determination
procedure.

The SMS configuration list or boot sequence selection menu
shows more SCSI devices attached to a controller/adapter
than are actually attached.

Symptom index

A device may be set to use the same SCSI
bus ID as the control adapter. Note the ID
being used by the controller/adapter (this
can be checked and/or changed through an
SMS utility), and verify that no device
attached to the controller is set to use that
ID.

If settings do not appear to be in conflict:

1. Go to MAP 0020: Problem
determination procedure.

2. Replace the SCSI cable.

3. Replace the device.

4. Replace the SCSI adapter
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Note: In a "twin-tailed" configuration where
there is more than one initiator device
(normally another system) attached to the
SCSI bus, it may be necessary to use SMS
utilities to change the ID of the SCSI
controller or adapter.

You suspect a cable problem.

Go to Adapters, Devices and Cables for
Multiple Bus Systems.

Note: The above link will take you to the
home page of the ESCALA PL Series and
Hypertext Documentation Library. To access
the document mentioned above, do the
following:

1. Select the continent (for example,
North America)

2. Select one of the three languages
listed from the AIX listing (for
example, English)

3. Select "Hardware Documentation”
from the navigation bar, located on
the left side of the screen.

4. In the "Hardware Documentation”
window, go to the "general service
documentation” section and select
"Adapters, Devices, and Cable".

5. Select "Adapters, Devices and Cable
Information for Multiple Bus
Systems.

You have a problem that does not prevent the system from
booting. The operator panel is functional and the rack indicator
LED operates as expected.

Go to MAP 0020: Problem determination
procedure.

All other symptoms.

Go to MAP 0020: Problem determination
procedure.

All other problems.

Go to MAP 0020: Problem determination
procedure.

You do not have a symptom.

Go to MAP 0020: Problem determination
procedure.

You have parts to exchange or a corrective action to perform.

1. Go to Start of call procedure.
2. Go to End of call procedure.

You need to verify that a part exchange or corrective action
corrected the problem.

Go to MAP 0410: Repair checkout.

You need to verify correct system operation.

Go to MAP 0410: Repair checkout.

The system stopped. A POST indicator is displayed on the
system console and an eight-digit error code is not displayed.
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If the POST indicator represents:

1. Memory, go to PFW1548: Memory
and processor subsystem problem
isolation procedure.

2. Keyboard

a. Replace the keyboard.

b. Replace the service
processor, location: model
dependent.
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c. Go to PFW1548: Memory
and processor subsystem
problem isolation procedure.

3. Network, go to PFW1548: Memory
and processor subsystem problem
isolation procedure.

4. SCSI, go to PFW1548: Memory and
processor subsystem problem
isolation procedure.

5. Speaker

a. Replace the control panel.
The location is model
dependent; refer to Installing
features

b. Replace the service
processor. The location is
model dependent.

c. Go to PFW1548: Memory
and processor subsystem
problem isolation procedure.

The diagnostic operating instructions are displayed.

Go to MAP 0020: Problem determination
procedure.

The system login prompt is displayed.

If you are loading the diagnostics from a
CD-ROM, you may not have pressed the
correct key or you may not have pressed the
key soon enough when you were trying to
indicate a service mode IPL of the diagnostic
programs. If this is the case, try to boot the
CD-ROM again and press the correct key.

Note: Perform the system shutdown
procedure before turning off the system.

If you are sure you pressed the correct key
in a timely manner, go to Step 1020-2.

If you are loading diagnostics from a
Network Installation Management (NIM)
server, check for the following:

¢ The bootlist on the client may be
incorrect.

¢ Cstate on the NIM server may be
incorrect.

e There may be network problems
preventing you from connecting to
the NIM server.

Verify the settings and the status of the
network. If you continue to have problems
refer to Problems with loading and starting
the operating system and follow the steps for
network boot problems.

The System Management Services (SMS) menu is displayed
when you were trying to boot standalone AlX diagnostics.

Symptom index

If you are loading diagnostics from the
CD-ROM, you may not have pressed the
correct key when you were trying to indicate
a service mode IPL of the diagnostic
programs. If this is the case, try to boot the
CD-ROM again and press the correct key.
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If you are sure you pressed the correct key,
the device or media you are attempting to
boot from may be faulty.

1. Try to boot from an alternate boot
device connected to the same
controller as the original boot device.
If the boot succeeds, replace the
original boot device (for removable
media devices, try the media first).

If the boot fails, go to Problems with
loading and starting the operating
system.

2. Go to PFW1548: Memory and
processor subsystem problem
isolation procedure.

The SMS boot sequence selection menu or remote IPL menu
does not show all of the bootable devices in the partition or
system.

If an AIX or Linux partition is being booted,
verify that the devices that you expect to see
in the list are assigned to this partition. If
they are not, use the HMC to reassign the
required resources. If they are assigned to
this partition, go to Problems with loading
and starting the operating system to resolve
the problem.

Linux server or Linux partition symptoms

Use the following tables to find the symptom you are experiencing. If you cannot find your symptom, contact

your next level of support.
Choose the description that best describes your situation:

* You have a service action to perform

¢ Integrated Virtualization Manager (IVM) Problem
¢ An LED is not operating as expected

¢ Control (operator) panel problems

¢ Reference codes

e Hardware Management Console (HMC) Problem

e There is a display or monitor problem (for example, distortion or blurring)

e Power and cooling problems
¢ Other symptoms or problems

You have a service action to perform

Symptom

What you should do:

You have an open service event in the service action event log.

Go to Start of call procedure.

You have parts to exchange or a corrective action to perform.

1. Go to Removing and
replacing parts.

2. Go to the End-of-call
procedure.

problem.
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You need to verify that a part exchange or corrective action corrected the

1. Go to Verifying the repair.
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2. Go to the End-of-call
procedure.

You need to verify correct system operation.

1. Go to Verifying the repair.
2. Go to the End-of-call
procedure.

Integrated Virtualization Manager (IVM) Problem

Symptom

What you should do:

is damaged

The partitions do not activate - partition configuration

Restore the partition configuration data using IVM. See
Backing up and restoring partition data

Other partition problems when the server is
managed by IVM

Perform Troubleshooting with the Integrated
Virtualization Manager

An LED is not operating as expected

Symptom

What you should do:

is on.

The system attention LED on the control panel |Go to Linux fast-path problem isolation.

The rack identify LED does not operate

properly. Go to the Linux fast-path problem isolation.

The rack indicator LED does not turn on, but a
drawer identify LED is on.

1. Make sure the rack indicator LED is properly
mounted to the rack.
2. Make sure that the rack identify LED is properly
cabled to the bus bar on the rack and to the drawer
identify LED connector.
3. Replace the following parts one at a time:
¢ Rack LED to bus bar cable
¢ LED bus bar to drawer cable
+ LED bus bar

4. Contact your next level of support

Control (operator) panel problems

Symptom

What you should do:

01 does not appear in the upper-left corner of the
operator panel display after the power is connected

Symptom index

Go to Power problems.
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and before pressing the power-on button. Other
symptoms appear in the operator panel display or
LEDs before the power on button is pressed.

A bouncing or scrolling ball remains on the operator
panel display, or the operator panel display is filled
with dashes or blocks.

Verify that the operator panel connections to the
system backplane are connected and properly seated.

If a client computer (such as a PC with Ethernet
capability and a Web browser) is available, connect it
to the service processor in the server that is displaying
the symptom.

To connect a personal computer with Ethernet
capability and a Web browser, or an ASCII terminal, to
access the Advanced System Management Interface
(ASMI), go to Managing your server using the
Advanced System Management Interface.

e |f you can successfully access the ASMI,
replace the operator panel assembly. Refer to
Finding part locations to determine the part
number and correct exchange procedure.

e If you cannot successfully access the ASMI,
replace the service processor. Refer to Finding
part locations to determine the part number
and correct exchange procedure.

If you do not have a PC or ASCII terminal, replace the
following one at a time (go to Finding part locations to
determine the part number and correct exchange
procedure):

1. Operator panel assembly.
2. Service processor.

You have a blank display on the operator panel.
Other LEDs on the operator panel appear to behave
normally.

1. Replace the operator panel assembly. Refer to
Removing and replacing parts.

2. Replace the service processor. Refer to
Removing and replacing parts.

You have a blank display on the operator panel.
Other LEDs on the operator panel are off.

Go to Power problems.

Reference codes

Symptom

What you should do:

You have an 8-digit error code
displayed.

Action.
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Look up the reference code in the Reference codes section of the
ESCALA Power5 Hardware Information.

Note: If the repair for this code does not involve replacing a FRU (for
instance, running an AIX command that fixes the problem or changing a
hot-pluggable FRU), then update the AIX error log after the problem is
resolved by performing the following steps:

1. In the online diagnostics, select Task SelectionLog Repair

Symptom index



Service provider information

2. Select resource sysplanarO.

On systems with a fault indicator LED, this changes the "fault indicator"
LED from the "fault" state to the "normal" state.

The system stops with an 8-digit
error code displayed when booting.

Look up the reference code in the Reference codes section of the
ESCALA Power5 Hardware Information.

The system stops and a 4-digit
code displays on the control panel
that does not begin with 0 or 2.

Look up the reference code in the Reference codes section of the
ESCALA Power5 Hardware Information.

The system stops and a 4-digit
code displays on the control panel
that begins with 0 or 2 is displayed
in the operator panel display.

Record SRN 101-xxxx where xxxx is the 4-digit code displayed in the
control panel, then look up this reference code in the Reference codes
section of the ESCALA Power5 Hardware Information. Follow the
instructions given in the Description and Action column for your SRN.

The system stops and a 3-digit
number displays on the control
panel.

Add 101  to the left of the three digits to create an SRN, then look up
this reference code in the Reference codes section of the ESCALA
Power5 Hardware Information. Follow the instructions given in the
Description and Action column for your SRN.

If there is a location code displayed under the 3-digit error code, look at
the location to see if it matches the failing component that the SRN
pointed to. If they do not match, perform the action given in the error
code table. If the problem still exists, then replace the failing component
from the location code.

If there is a location code displayed under the 3-digit error code, record
the location code.

Record SRN 101-xxx, where xxx is the 3-digit number displayed in the
operator panel display, then look up this reference code in the Reference
codes section of the ESCALA Power5 Hardware Information. Follow the
instructions given in the Description and Action column for your SRN.

Hardware Management Console (HMC) Problem

Symptom

What you should do:

Symptom index

Hardware Management Console (HMC) cannot be
used to manage a managed system, or the
connection to the managed system is failing.

If the managed system is operating normally (no
error codes or other symptoms), the HMC might
have a problem, or the connection to the managed
system might be damaged or incorrectly cabled. Do
the following:

1. Check the connections between the HMC
and the managed system. Correct any
cabling errors if found. If another cable is
available, connect it in place of the existing
cables and refresh the HMC interface. You
may have to wait up to 30 seconds for the
managed system to reconnect.

2. Verify that any connected HMC is connected
to the managed system by checking the
Management Environment of the HMC.
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Note: The managed system must have
power connected and the system running, or
waiting for a power-on instruction (01 is in
the upper-left corner of the operator panel.)

If the managed system does not appear in
the Navigation area of the HMC
Management Environment, the HMC or the
connection to the managed system might be
failing.

3. Go to the Managing your server using the
Hardware Management Console section.

4. There might be a problem with the service
processor card or the HMC system
backplane. If you cannot fix the problem
using the HMC tests in the Managing your
server using the Hardware Management
Console section:

a. Replace the service processor card.
Refer to Removing and replacing
parts.

b. Replace the HMC system
backplane. Refer to Removing and
replacing parts.

Hardware Management Console (HMC) cannot call
out using the attached modem and the customer's
telephone line.

If the managed system is operating normally (no
error codes or other symptoms), the HMC might
have a problem, or the connection to the modem and
telephone line might have a problem. Do the
following:

1. Check the connections between the HMC
and the modem and telephone line. Correct
any cabling errors if found.

2. Go to the Managing your server using the
Hardware Management Console for
information about the HMC.

There is a display problem (for example, distortion or blurring)

Symptom

What you should do:

All display problems.

1. If you are using the Hardware Management Console,
go to the Managing your server using the Hardware
Management Console section.

2. If you are using a graphics display:

a. Go to the problem determination procedures
for the display.
b. If you do not find a problem:
¢ Replace the graphics display adapter.
Refer to Removing and replacing
parts.
0 Replace the backplane into which the
graphics display adapter is plugged.
Refer to Removing and replacing
parts.
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There appears to be a display problem Go to the problem determination procedures for the display.
(distortion, blurring, and so on)

Power and cooling problems

Symptom What you should do:
The system will not power on and no error codes are available. Go to Power problems.
The power LEDs on the operator panel and the power supply do not come on or
stay on. 1. Check the service

processor error log.
2. Go to Power
problems.

The power LEDs on the operator panel and the power supply come on and stay

on, but the system does not power on. 1. Check the service
processor error log.

2. Go to Power
problems.

A rack or a rack-mounted unit will not power on.

1. Check the service
processor error log.

2. Go to Power
problems.

The cooling fan(s) do not come on, or come on but do not stay on.

1. Check the service
processor error log.

2. Go to Power
problems.

The system attention LED on the operator panel is on and there is no error code

displayed. 1. Check the service
processor error log.

2. Go to Power
problems.

Other symptoms or problems

Symptom What you should do:

The system stopped and a code is displayed on the operator |Go to Start of call procedure.
panel.

01 is displayed in the upper-left corner of the operator panel  |The service processor is ready. The system
and the fans are off. is waiting for power-on. Boot the system. If
the boot is unsuccessful, and the system
returns to the default display (indicated by 01
in the upper-left corner of the operator
panel), go to MAP 0020: Problem
determination procedure.

The operator panel displays STBY.
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The service processor is ready. The server
was shut down by the operating system and
is still powered on. This condition can be
requested by a privileged system user with
no faults. Go to Start-of-call.

Note: See the service processor error log for
possible operating system fault indications.

All of the system POST indicators are displayed on the
firmware console, the system pauses and then restarts. The
term POST indicators refers to the device mnemonics (the
words memory, keyboard, network, scsi, and speaker)
that appear on the firmware console during the power-on
self-test (POST).

Go to Problems with loading and starting the
operating system.

The system stops and all of the POST indicators are displayed
on the firmware console. The term POST indicators refers to
the device mnemonics (the words memory, keyboard,
network, scsi, and speaker) that appear on the firmware
console during the power-on self-test (POST).

Go to Problems with loading and starting the
operating system.

The system stops and the message starting software
please wait...is displayed on the firmware console.

Go to Problems with loading and starting the
operating system.

The system does not respond to the password being entered
or the system login prompt is displayed when booting in
service mode.

1. If the password is being entered
from the Hardware Management
Console (HMC), go to the Managing
your server using the Hardware
Management Console.

2. If the password is being entered
from a keyboard attached to the
system, the keyboard or its controller
may be faulty. In this case, replace
these parts in the following order:

a. Keyboard
b. Service processor

If the problem is fixed, go to MAP 0410:
Repair checkout.

The system stops with a prompt to enter a password.

Enter the password. You cannot continue
until a correct password has been entered.
When you have entered a valid password,
go to the beginning of this table and wait for
one of the other conditions to occur.

The system does not respond when the password is entered.

Go to Step 1020-2.

No codes are displayed on the operator panel within a few
seconds of turning on the system. The operator panel is blank
before the system is powered on.

Reseat the operator panel cable. If the
problem is not resolved, replace in the
following order:

1. Operator panel assembly. Refer to
Removing and replacing parts

2. Service processor. Refer to
Removing and replacing parts.

If the problem is fixed, go to MAP 0410:
Repair checkout.

If the problem is still not corrected, go to
MAP 0020: Problem determination
procedure.
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The SMS configuration list or boot sequence selection menu
shows more SCSI devices attached to a controller/adapter
than are actually attached.

A device may be set to use the same SCSI
bus ID as the control adapter. Note the ID
being used by the controller/adapter (this
can be checked and/or changed through an
SMS utility), and verify that no device
attached to the controller is set to use that
ID.

If settings do not appear to be in conflict:

1. Go to MAP 0020: Problem
determination procedure.

2. Replace the SCSI cable.

3. Replace the device.

4. Replace the SCSI adapter

Note: In a "twin-tailed" configuration where
there is more than one initiator device
(normally another system) attached to the
SCSI bus, it may be necessary to use SMS
utilities to change the ID of the SCSI
controller or adapter.

You suspect a cable problem.

Go to Adapters, Devices and Cables for
Multiple Bus Systems.

You have a problem that does not prevent the system from
booting. The operator panel is functional and the rack indicator
LED operates as expected.

Go to MAP 0020: Problem determination
procedure.

All other symptoms.

Go to MAP 0020: Problem determination
procedure.

All other problems.

Go to MAP 0020: Problem determination
procedure.

You do not have a symptom.

Go to MAP 0020: Problem determination
procedure.

You have parts to exchange or a corrective action to perform.

1. Go to Start of call procedure.
2. Go to End of call procedure.

You need to verify that a part exchange or corrective action
corrected the problem.

Go to MAP 0410: Repair checkout.

You need to verify correct system operation.

Go to MAP 0410: Repair checkout.

The system stopped. A POST indicator is displayed on the
system console and an eight-digit error code is not displayed.

Symptom index

If the POST indicator represents:

1. Memory, go to PFW1548: Memory
and processor subsystem problem
isolation procedure.

2. Keyboard

a. Replace the keyboard.

b. Replace the service
processor, location: model
dependent.

c. Go to PFW1548: Memory
and processor subsystem
problem isolation procedure.

3. Network, go to PFW1548: Memory
and processor subsystem problem
isolation procedure.

4. SCSI, go to PFW1548: Memory and
processor subsystem problem
isolation procedure.

5. Speaker
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a. Replace the control panel.
The location is model
dependent; refer to Installing
features

b. Replace the service
processor. The location is
model dependent.

c. Go to PFW1548: Memory
and processor subsystem
problem isolation procedure.

The diagnostic operating instructions are displayed.

Go to MAP 0020: Problem determination
procedure.

The system login prompt is displayed.

If you are loading the diagnostics from a
CD-ROM, you may not have pressed the
correct key or you may not have pressed the
key soon enough when you were trying to
indicate a service mode IPL of the diagnostic
programs. If this is the case, start again at
the beginning of this step.

Note: Perform the system shutdown
procedure before turning off the system.

If you are sure you pressed the correct key
in a timely manner, go to Step 1020-2.

If you are loading diagnostics from a
Network Installation Management (NIM)
server, check for the following:

¢ The bootlist on the client may be
incorrect.

e Cstate on the NIM server may be
incorrect.

e There may be network problems
preventing you from connecting to
the NIM server.

Verify the settings and the status of the
network. If you continue to have problems
refer to Problems with loading and starting
the operating system and follow the steps for
network boot problems.

The System Management Services (SMS) menu is displayed
when you were trying to boot standalone diagnostics.
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If you are loading diagnostics from the
CD-ROM, you may not have pressed the
correct key when you were trying to indicate
a service mode IPL of the diagnostic
programs. If this is the case, try to boot the
CD-ROM again and press the correct key.

If you are sure you pressed the correct key,
the device or media you are attempting to
boot from may be faulty.

1. Try to boot from an alternate boot
device connected to the same
controller as the original boot device.
If the boot succeeds, replace the
original boot device (for removable
media devices, try the media first).
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If the boot fails, go to problems with
loading and starting the operating
system.

2. Go to PFW1548: Memory and
processor subsystem problem
isolation procedure.

The SMS boot sequence selection menu or remote IPL menu |If an AIX or Linux partition is being booted,
does not show all of the bootable devices in the partition or verify that the devices that you expect to see
system. in the list are assigned to this partition. If
they are not, use the HMC to reassign the
required resources. If they are assigned to
this partition, go to Problems with loading
and starting the operating system to resolve
the problem.

Detecting problems
Provides information on using various tools and techniques to detect and identify problems.

¢ Problem determination procedures
There are several tools you can use to determine a problem.

¢ Problem determination procedure for AIX or Linux servers or partitions
This procedure helps to produce or retrieve a service request number (SRN) if the customer or a
previous procedure did not provide one.

¢ System unit problem determination
Use this procedure to obtain a reference code if the customer did not provide you with one, or you are
unable to load server diagnostics.

¢ Disk-drive-enclosure problem-determination procedures
Problem determination procedures are provided by power-on self-tests (POSTSs), service request
numbers, and maintenance analysis procedures (MAPs). Some of these procedures use the service
aids that are described in the user or maintenance information for your system SCSI attachment.

Parent topic: Service provider information

Problem determination procedures
There are several tools you can use to determine a problem.
These include:

¢ Using the Service Action Log
Use this procedure to search for an entry in the Service Action Log (SAL) that matches the time,
reference code, or resource of the reported problem.
¢ Using the product activity log
This procedure can help you learn how to use the Product Activity Log (PAL).
¢ Using the problem log
Use this procedure to find and analyze a problem log entry that relates to the problem reported.

Parent topic: Detecting problems

Using the Service Action Log

Use this procedure to search for an entry in the Service Action Log (SAL) that matches the time, reference
code, or resource of the reported problem.

1. On the command line, enter the Start System Service Tools command (STRSST). If you cannot get to
SST, use function 21 to get to DST (see Dedicated Service Tools (DST)).
2. On the Start Service Tools Sign On display, type in a user ID with QSRV authority and password.
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3. Select Start a Service Tool > Hardware Service Manager > Work with service action log.
4. On the Select Timeframe display, change the From: Date and Time to a date and time prior to when
the customer reported having the problem.
5. Search for an entry that matches one or more conditions of the problem:
+ Reference code
+ Resource
¢ Time
+ Failing item list
6. Perform the following:
+ Choose Display the failing item information to display the SAL entry.
+ Use the Display details option to display part location information.
All new entries in the SAL represent problems that require a service action. It may be necessary to
handle any problem in the log even if it does not match the original problem symptom.

The information displayed in the date and time fields are the date and time for the first occurrence of
the specific reference code for the resource displayed during the time range selected.
7. Did you find an entry in the SAL?
+ Yes: Continue with the next step.
+ No: Is available?
¢ Yes: Go to Using the problem log. This ends the procedure.
¢ No: Go to Problems with noncritical resources. This ends the procedure.
8. Does "See the service information system reference code tables for further problem isolation" appear
near the top of the display or are there procedures in the FRU list?
+ Yes: Perform the following steps:
a. Go to the List of reference codes and use the reference code that is indicated in the
log to find the correct reference code table and unit reference code.
b. Perform all actions in the Description/Action column before exchanging failing items.

Note: When exchanging failing items, the part numbers and locations found in the
SAL entry should be used.

This ends the procedure.
+ No: Display the failing item information for the SAL entry. Items at the top of the failing item
list are more likely to fix the problem than items at the bottom of the list. Continue with the
next step.

Notes:

a. Some failing items are required to be exchanged in groups until the problem is
solved.

b. Other failing items are flagged as mandatory exchange and must be exchanged
before the service action is complete, even if the problem appears to have been
repaired.

c. Use the "Part Action Code" field in the SAL display to determine if failing items are to
be replaced in groups or as mandatory exchanges.

d. Unless the "Part Action Code" of a FRU indicates group or mandatory exchange,
exchange the failing items one at a time until the problem is repaired. Use the help
function to determine the meaning of Part Action Codes.

9. Perform the following steps to help resolve the problem:

a. For failing items, refer to Using failing item codes.

b. For symbolic FRUs, see Symbolic FRUs.

c. To display location information, choose the function key for Additional details. If location
information is available, go to Finding part locations for the model you are working on to
determine what removal and replacement procedure to perform. To turn on the failing item's
identify light, use the "indicator on" option.

Note: In some cases where the failing item does not contain a physical identify light, a higher
level identify light will be activated (for example, the planar or unit containing the failing item).
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The location information should then be used to locate the actual failing item.

d. If the failing item is Licensed Internal Code, contact your next level of support for the correct

PTF to apply.
10. After exchanging an item, perform the following:

a. Go to Verifying the repair and return here.

b. If the failing item indicator was turned on during the removal and replacement procedure, use
the "indicator off" option to turn off the indicator.

c. If all problems have been resolved for the partition, use the "Acknowledge all errors" function
at the bottom of the SAL display.

d. Close the log entry by selecting Close a NEW entry on the SAL Report display. This ends the
procedure.

Parent topic: Problem determination procedures

Finding part locations
Use this information to help you associate a part name, location code, or address with its physical location.

The information in this section provides a cross-reference to help you associate a part name, location code, or
address with its physical location. After you determine the part number and location for a part, you can go
directly to removal and replacement procedures for the part.

¢ Understanding location codes
The information provided in this topic defines specific sections of a location code string. Use this topic
when you need help in understanding the meaning of a location code.

¢ Locations model ESCALA PL 245T/R

¢ Locations model ESCALA PL 250R-VL or ESCALA PL 450R-XS

¢ Locations model ESCALA PL 250R-L, PL 250R-L+ or PL 450R-VL+

¢ Locations model ESCALA PL 250T/R, PL 250T/R+ or PL 450T/R-L+
Use this information to help you map a location code to a position on the server for the 112/85,
ESCALA PL 250T/R+ or ESCALA PL 450T/R-L+, 9405-520, 9406-520, and ESCALA PL 250T/R
models.

¢ Locations model ESCALA PL 450T/R, PL 450T/R+ or PL 850T/R-L+
Use this information to help you map a location code to a position on the server for the ESCALA PL
450T/R+ or ESCALA PL 850T/R-L+, 9406-550, ESCALA PL 450T/R, models.

¢ Locations model ESCALA PL 1650R-L+ and ESCALA PL 850R/PL 1650R/R+

¢ Locations model 5/75

e Locations model ESCALA PL 3250R, PL 3250R+, ESCALA PL 6450 or PL 6450R+
Use this information to help you map a location code to a position on the server for the ESCALA PL
3250R, ESCALA PL 6450R, 9406-595 models, and 5792 racks.

¢ Locations 50/74, 8079-002, and 8093-002 expansion units

¢ Locations 50/79 expansion unit

¢ Locations 05/88 and 50/88 expansion units

¢ Locations 50/94, 52/94, 8094-002, 82/94, and 91/94 expansion unit

¢ Locations 05/95 and 50/95 expansion units

¢ Locations 57/86, 57/87, D24, and T24 expansion units

¢ Locations 57/91, 57/94, and 406/1D expansion units

¢ Locations 57/95 expansion unit

¢ Locations 11D/10, 11D/11, and 57/90 expansion units

e Locations 11D/20 expansion unit

Parent topic: Locating and exchanging parts

Related information

Load source placement rules for logical partitions

Alternate restart device (IPL) placement rules for logical partitions
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Understanding location codes

The information provided in this topic defines specific sections of a location code string. Use this topic when
you need help in understanding the meaning of a location code.

Use the following table to link to a specific topic that you need additional information on when reading your
location code.

Location code topics that might Description
be of interest
Location code overview Contains background information on the use of location codes.
Physical location codes Provides a definition for physical location code.
Logical location codes Provides a definition of what a logical location code is.
Location code format Provides descriptive information of the Un value in the location code
string. For example U7879.001.
Location code labels Provides a table that identifies and defines the location code labels. The

location code labels begin with an alpha character and follow the
system serial number. For example,
U7879.001.10ABCDE-P3-C31-T2-L23. (The system serial number is
the "10ABCDE" in the previous example.) The P3, C31, T2, and L23 all
contain an alpha character that is identified in the Location code labels
table.

Worldwide unique identifier Provides a definition for the world unique identifier. This group of digits
follows the resource code labels and always begins with the letter W.

Location code overview

Servers (system unit and expansion units) use physical location codes to provide mapping of replaceable
units. Location codes are produced by the server's firmware, which structures them so that they can be used
to identify specific parts in a system. The location code format is the same for all servers.

If you are working with a specific location code, the unit type and model immediately follow the first character
(Utttt. mmm). Match the unit type and model to a link, as shown in the Unit type and locations table.

If the location code ends with -Txx-Lxx, the server's firmware could not identify the physical location. When a
physical location cannot be identified, a logical location code is provided. Where logical location codes occur
in enclosures, the locations article for the enclosure has the known conversions listed. For logical location
codes with no conversion, contact your next level of support.

If the location code begins with UTMPX, the expansion 1/O unit's machine type, model and serial number have
not been set yet and this is a temporary unit identifier. To identify the unit, examine the display panels on all of
the expansion I/O units connected to the server until you find one with the same characters in the first 5 digits
of the top line in the unit's display. Record the unit's real machine type and model from the unit label. Match
the unit's machine type and model in the Unit type and locations table and follow the link to determine the
service information.

Note: Locations for units that are not in the preceding list are either not supported or there is a problem in the
firmware. Contact your next level of support.
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Physical location codes

Physical location codes provide a mapping of logical functions and components, such as backplanes,
removable modules, connectors, ports, cables, and devices, to their specific locations within the physical
structure of the server.

Logical location codes

If the physical location cannot be mapped to a physical location code, the server's firmware will generate a
logical location code. A logical location code is a sequence of location labels that identify the path that the
system uses to communicate with a given resource.

Note: A resource has as many logical location codes as it has logical connections to the system. For
example, an external tape device connected to two I/O adapters will have two logical location codes.

An example of a logical location code is:
U7879.001.10ABCDE-P3-C31-T2-123

The first part of the location code (through the T2 label) represents the physical location code for the resource
that communicates with the target resource. The remainder of the logical location code (1L23) represents
exactly which resource is indicated.

Location code format

The location code is an alphanumeric string of variable length, consisting of a series of location identifiers,
separated by a dash. An example of a physical location for a fan is un-2a1.

The first position, represented by Un (where nis equal to any string contained between the U and the hyphen)
in the preceding example, is displayed in one of the following forms:

Note: In location codes the U is a constant digit, however the numbered positions following the U are
variables and are dependent on your server. Each column defines the numbers following the U in the
beginning of the location code.

Machine type and model humber in its location codes Feature codes and sequence humbers in
its location code

Utttt.mmm.sssssss—Al Uffff.ccc.sssssss—Al
The leftmost code is always U The leftmost code is always U

ittt represents the unit type of the enclosure (drawer or node) |ffff represents the feature code of the
enclosure (drawer or node)

mmm represents the model of the enclosure ccc represents the sequence number of the
enclosure

sssssss represents the serial number for the enclosure 55sssss represents the serial number of the
enclosure
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Note: The mmm or ccc number might not be displayed on all location codes for all servers. If the mmm value
is not displayed, the location code is displayed in one of the following forms:

e Utttt.sssssss—Al
e Uffff.sssssss—Al

The location code is hierarchical; that is, each location identifier in the string represents a physical part. The
order (from left to right), in which each identifier is shown, allows you to determine which parts contain other
parts in the string.

The - (dash) separator character represents a relationship between two components in the unit. In the
example of the fan, whose location code is Un-A1, the - (dash) shows that the fan (A1) is contained in the
base unit (or Un). Modules, adapters, cables, and devices are all parts that are plugged into another part.
Their location codes will always show that they are plugged into another part as components of the server.
Another example, Un-P1-C9 is a memory DIMM, with (C9) plugged into a backplane (P1), which is inside the
unit (Un).

For more information about the various location code label prefixes, refer to Location code labels.

Note: For devices, certain error conditions might cause an device to display the device location in an AlX
format.

Table 1. Unit type and locations

Unit type (Utttt.mmm) Link to location information
0588 Locations 05/88 and 50/88 expansion units
0595 Locations 05/95 and 50/95 expansion units
5074 Locations 50/74, 8079-002, and 8093-002 expansion units
5079 Locations 50/79 expansion unit
5088 Locations 05/88 and 50/88 expansion units
5094 Locations 50/94, 52/94, 8094-002, 82/94, and 91/94 expansion unit
5095 Locations 05/95 and 50/95 expansion units
5294 Locations 50/94, 52/94, 8094-002, 82/94, and 91/94 expansion unit
5786 Locations 57/86, 57/87, D24, and T24 expansion units
5787 Locations 57/86, 57/87, D24, and T24 expansion units
5790 Locations 11D/10, 11D/11, and 57/90 expansion units
5791 Locations 57/91, 57/94, and 406/1D expansion units
5794 Locations 57/91, 57/94, and 406/1D expansion units
7031 Locations 57/86, 57/87, D24, and T24 expansion units
7040 Locations 57/91, 57/94, and 406/1D expansion units
7311.D10 Locations 11D/10, 11D/11, and 57/90 expansion units
7311.D11 Locations 11D/10, 11D/11, and 57/90 expansion units
7311.D20 Locations 11D/20 expansion unit
7879.001 Locations model ESCALA PL 1650R-L+ and ESCALA PL 850R/PL 1650R/R+
787A.001 Locations model ESCALA PL 250T/R, PL 250T/R+ or PL 450T/R-L+
787B.001 Locations model ESCALA PL 450T/R, PL 450T/R+ or PL 850T/R-L+
787C.001 Locatlizons model ESCALA PL 3250R, PL 3250R+, ESCALA PL 6450 or PL
6450R+
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787D.001 Locations model 5/75

787E.001 Locations model ESCALA PL 250R-L, PL 250R-L+ or PL 450R-VL+

787F.001 Locations model ESCALA PL 250T/R, PL 250T/R+ or PL 450T/R-L+

789A.001 Locations model ESCALA PL 250R-VL or ESCALA PL 450R-XS

789B.001 Locations model ESCALA PL 245T/R

8079 Locations 50/74, 8079-002, and 8093-002 expansion units

8093 Locations 50/74, 8079-002, and 8093-002 expansion units

8094 Locations 50/94, 52/94, 8094-002, 82/94, and 91/94 expansion unit

8294

9194 Locations 50/94, 52/94, 8094-002, 82/94, and 91/94 expansion unit

9458.100 Bulk power assembly (BPA) in Locations model ESCALA PL 3250R, PL 3250R+,
ESCALA PL 6450 or PL 6450R+ or Locations model 5/75

tttt. 185 Locations model ESCALA PL 245T/R

1t.285 Locations model ESCALA PL 250T/R, PL 250T/R+ or PL 450T/R-L+

ttt.505 Locations model ESCALA PL 250R-VL or ESCALA PL 450R-XS

ttt.510 Locations model ESCALA PL 250R-L, PL 250R-L+ or PL 450R-VL+

ttt.520 Locations model ESCALA PL 250T/R, PL 250T/R+ or PL 450T/R-L+

tit.52A Locations model ESCALA PL 250T/R, PL 250T/R+ or PL 450T/R-L+

ttt.550 Locations model ESCALA PL 450T/R, PL 450T/R+ or PL 850T/R-L+

tit.55A Locations model ESCALA PL 450T/R, PL 450T/R+ or PL 850T/R-L+

tt.561 Locations model ESCALA PL 1650R-L+ and ESCALA PL 850R/PL 1650R/R+

ttt.570 Locations model ESCALA PL 1650R-L+ and ESCALA PL 850R/PL 1650R/R+

1ttt.575 Locations model 5/75

ttt.590 Locations model ESCALA PL 3250R, PL 3250R+, ESCALA PL 6450 or PL
6450R+

tttt.595 Locations model ESCALA PL 3250R, PL 3250R+, ESCALA PL 6450 or PL
6450R+

tttt. 705 Locations model ESCALA PL 250R-VL or ESCALA PL 450R-XS

tt.710 Locations model ESCALA PL 250R-L, PL 250R-L+ or PL 450R-VL+

tt.720 Locations model ESCALA PL 450T/R, PL 450T/R+ or PL 850T/R-L+

tttt. A50 Locations model ESCALA PL 245T/R

Location code labels

The following table explains what the location code label prefixes mean.

Note: These labels apply to system units only.

Table 2. Location code label prefixes for system units

Prefix Description Example
A Air-moving device Fan, blower
C Card connector IOP, I0A, DIMM, processor card
D Device Diskette, control panel
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E Electrical Battery, power supply, ac charger
Logical path SCSI target IDE address, Fibre Channel LUN

Horizontal placement for an empty rack
location

Planar System backplane
Port

Unit

Virtual planar

Worldwide unique ID

EIA value for an empty rack location
Firmware FRU

—

z

<X[sl<[c[H]o

Worldwide unique identifier

A worldwide unique identifier location label consists of the prefix "W" followed by a maximum of 16 uppercase
hexadecimal digits with no leading zeros. A location code may or may not consist of a worldwide unique
identifier. When present, the worldwide unique identifier location label follows the location label of the
resource that interfaces with the resource having the worldwide unique identifier, usually a port.

Parent topic: Finding part locations

Locations model 1/85 and ESCALA PL 245T/R

Note: The logical location codes for this unit are listed next to the corresponding physical location in the
following information. If you are working with a logical location code for this unit and it is not listed in the
following information, contact your next level of support.

The following diagrams show field replaceable unit (FRU) layout in the system. Use these diagrams with the
following tables to identify parts of the control panel.

The following table provides location codes for parts that make up the server.

Attention: After replacing any part on a server or expansion unit, perform Verifying the repair.

Figure 1. Back view, tower unit
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Figure 2. Back view, rack unit
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Figure 4. Front view, rack unit
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Table 1. FRU locations and failing components

Failing item name Physical Identify Link to part Failing item
location code LED number removal and
replacement
procedures
System unit Un
Fans
Fan 1 (Processor cooling) Un-A1 Yes Part assembly Fans
diagrams
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Fan 2 (Disk drive cooling) Un-A2 Yes Part assembly Fans
diagrams
Fan 3 (PCI adapter cooling) Un-A3 Yes Part assembly Fans
diagrams
Power supply
Power supply Un-E1 Yes Part assembly Power supply
diagrams
Voltage regulators
Voltage-regulator module Un-E2 Yes Voltage regulator |Voltage regulator
modules are
available as part
of the System
backplane FRU
Voltage-regulator module Un-E3 Yes Voltage regulator |Voltage regulator
modules are
available as part
of the System
backplane FRU
Backplane
System backplane Un-P1 Yes System backplane |System backplane
NVRAM battery Un-P1-E1 Power parts Time-of-day battery
Light-path-diagnostic card Un-P2
System backplane ports
Ethernet port 1 (top) Un-P1-T8
Ethernet port 2 Un-P1-T9
External SCSI port Un-P1-T10
Serial port 1 (left) Un-P1-T4
Serial port 2 Un-P1-T5
USB port 1 (left) Un-P1-T6
USB port 2 Un-P1-T7
Internal SCSI port Un-P1-T11
IDE controller port Un-P1-T12
USB port 3 on front cover (top) Un-T1
USB port 4 on front cover Un-T2
Adapters
PCI adapter in slot 1 Un-P1-C5 Yes System parts PCI adapter
PCI adapter in slot 2 Un-P1-C6 Yes System parts PCI adapter
PCI adapter in slot 3 Un-P1-C7 Yes System parts PCI adapter
PCI adapter in slot 4 Un-P1-C8 Yes System parts PCI adapter
PCI adapter in slot 5 Un-P1-C9 Yes System parts PCI adapter
Memory modules
Memory DIMM 1 Un-P1-CA Yes Memory parts Memory modules
Memory DIMM 2 Un-P1-C2 Yes Memory parts Memory modules
Memory DIMM 3 Un-P1-C3 Yes Memory parts Memory modules
Memory DIMM 4 Un-P1-C4 Yes Memory parts Memory modules
Device locations
Media device (top) Un-D1 Yes Removable media
device parts
Disk drive 1 or media device Un-D2 Yes Disk unit parts or |Disk drive
(Un-P1-T8-L0-LO Removable media
is the logical device parts
location code)
Disk drive 2 Yes Disk unit parts Disk drive
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Un-D3
(Un-P1-T8-L1-LO
is the logical
location code)

Disk drive 3

Un-D4 Yes Disk unit parts Disk drive
(Un-P1-T8-L2-LO
is the logical
location code)

Disk drive 4

Un-D5 Yes Disk unit parts Disk drive
(Un-P1-T8-L3-L0
is the logical
location code)

Control panel

Control panel

‘Un—DB ‘ | Control panel

Parent topic: Finding part locations

Part assembly diagrams for model 1/85 and ESCALA PL 245T/R

This content covers the ESCALA PL 245T/R models.

Stand-alone cover assembly for model 1/85

IPHALBSS-1

Table 1. Stand-alone cover assembly for model 1/85 part numbers

Index
number

Part number

Units Description

1

42R4144

1 Rear cover (acoustical cover)
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2 39J4143 1 Handle, non acoustical

2 39J4144 Handle, acoustical

3 42R4147 1 Cover, side wrap

4 03K9553 Screw

5 42R4146 1 Front cover, acoustical

6 42R4148 Front cover, acoustical

7 42R4143 1 Mount plate for acoustical cover
8 33G3907 Screw

9 13N2428 1 Side access cover

Assembly for model 1/85

Table 2. Assembly for model 1/85 part numbers

IPHALIBEE-1

Index Part number Units Description
number
10 42R4258 1 530 watt power supply
42R4274*
39J5221 750 watt power supply
39J4099*
11 28L0657 1 Thumbscrew
12 See Removable Media device
media device
parts
13 39J4135 1 USB cable
14 03N7057 1 Control (operator) panel
15 26K7345 1 set Left and right feet
16 39J5381 1 Fan, PCI adapter cooling
17 39Y9720 1 Speaker
18 26K7320 1 DASD carrier
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19 See Disk drives DASD

20 See Backplane 1 System backplane
parts

21 39J3651 1 DASD fan and plastic

22 42R4235 1 Light path assembly

23 41R4150 1 Air baffle base

24 42R4122 1 Top for air baffle base

25 3945382 1 Processor fan

26 Not available 1 Cable clamp

Parent topic: Part assembly diagrams

Exchanging the system backplane in the model ESCALA PL 245T/R

Important: When you remove the system backplane from the model ESCALA PL 245T/R , the system will
lose its settings. In order to restore these settings or any custom settings after the backplane is replaced, if
possible, do the following before you remove the system backplane:

1. If you have not done so, verify that the backplane is the failing part.

2. Check and record the server firmware level prior to replacing this part. Refer to Server firmware fixes.

3. Check and record the settings you previously set using the System Management Services (SMS).
Refer to Starting the System Management Services for information about setting up the SMS menus,
and Using the System Management Services for information about using the SMS.

To exchange the system backplane, perform the following procedure:

1. If you are removing the system backplane as part of another procedure, continue to the next step.
2. Perform the following to prepare the system:

a.

b.
c.

Ensure that the customer has taken appropriate actions to remove the system from normal
use.

Power off the system.

Disconnect the power source from the system.

Note: This system might be equipped with a second power supply. Before continuing with this
procedure, ensure that the power source to the system has been completely disconnected.

. Attach a wrist strap to a metal surface of your hardware to prevent electrostatic discharge

from damaging your hardware. If you do not have a wrist strap, touch a metal surface of the
system before installing or replacing hardware.

Note: Follow the same precautions that you would use if you were not using the wrist strap. A
wrist strap is for static control. It will not increase or decrease your risk of receiving electric
shock when using or working on electrical equipment.

3. Remove all of the cables from the back of the system unit.
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11.
12.
13.
14.

15.
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. Remove the service access cover.
. Remove the unit air baffle. For instructions, see Model ESCALA PL 245T/R ystem unit air baffle.
. Lift the adapter retention bracket and remove the adapter cards. For instructions, see Prepare to

remove or install Model ESCALA PL 245T/R dapters with the system power off.

. Remove the processor fan from the processor. For instructions, see Remove the model ESCALA PL

245T/R ystem unit fans.

. Remove all remaining cables connecting to the system backplane.
. Position the unit with the system backplane facing up.
. Slide the planar locking lever to unlock the system backplane.

Tower unit

IPHAUE32-1

IPHALIB321

Lift the back of the system backplane, farthest from the planar locking lever, and slide it up and out of
the system. Double check to ensure that cables are not in the way.

Remove the memory from the system backplane. Keep track of the location of each memory stick,
each needs to be placed in the same position on the new system backplane.

To insert a system backplane, reverse the steps in this procedure.

If you replaced the system backplane as part of another procedure, return to that procedure now. If
you replaced it because it was not operational, verify that the new resource is functional. See
Verifying the repair.

Restore the settings using the System Management Services. For instructions, see Using the System
Management Services.
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Note: The first time the system is powered on with the new backplane installed, system firmware
progress codes will be seen. Depending on the system configuration different system progress codes
will be seen. Use the system progress code information to determine the appropriate action to take.

Parent topic: Removing and replacing parts in the model ESCALA PL 245T/R

Locations model ESCALA PL 250R-VL or ESCALA PL 450R-XS

Note: The known logical location codes for this unit are listed next to the corresponding physical location in
the following information. If you are working with a logical location code for this unit and it is not listed in the
following information, contact your next level of support.

The following diagrams show field replaceable unit (FRU) layout in the system. Use these diagrams with the
following tables.

Use the following illustration to help you identify parts of the control panel.

Figure 1. Back view of system
P1-C12-C1 P1-C13-C1 E1

T1 T2 T3 T4 Ts Te T7 IPHAUTB -1

Figure 2. LED locations (back view)
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Figure 3. System backplane locations
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Table 1. System backplane layout

Index Description

A |System backplane

Memory DIMM

VRM

Processor

VPD card

Battery

I ®O|mmO|wm

Service processor reset toggle switches

The following table provides location codes for parts that make up the server.

Attention: After replacing any part on a server or expansion unit, perform Verifying the repair.
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Table 2. FRU locations and failing components

Failing item | Symbolic |Physical location| Identify | Link to part number |Failing item removal
name failing item code LED and replacement
name procedures
System unit Un
Fans
Fan 1 (left) Un-A1 Yes Part assembly Fan
diagrams
Fan 2 Un-A2 Yes Part assembly Fan
diagrams
Fan 3 Un-A3 Yes Part assembly Fan
diagrams
Fan 4 (right) Un-A4 Yes Part assembly Fan
diagrams
Power supplies
Power Un-E1 Yes Part assembly Power supply
supply 1 diagrams
(left)
Power Un-E2 Yes Part assembly Power supply
supply 2 diagrams
(right)
Backplanes
System ANYPROC |Un-P1 Yes Part assembly Backplane
backplane |CLCKMOD diagrams
I0_HUB
IOBRDG
MA_BRDG
MEMBRD
MEMCTLR
NODEPL
SI_CARD
STORIOA
SVCPROC
SYSBKPL
STORIOA
NVRAM Un-P1-E1 Part assembly Battery
battery diagrams
Anchor card Un-P1-C1 Yes Part assembly
diagrams
RAID card Un-P1-C2 Yes Part assembly
diagrams
Processor Un-P1-C3 Yes Part assembly
core VRM diagrams
System backplane ports
Ethernet Port Un-P1-T1
1 (left)
Ethernet Port Un-P1-T2
2 (right)
System port Un-P1-T3
1 (back)
USB port 0 Un-P1-T4
(top)
USB port 1 Un-P1-T8
SCSI port Un-P1-T5
HMC 1 (left) Un-P1-T6
Un-P1-T7
76 Problem determination procedures



HMC 2
(right)

Service provider information

Adapters

PCI adapter
in slot 1

PIOCARD

Un-P1-C12-C1

Yes

Part assembly
diagrams

PCI adapter

PCl adapter
in slot 2

PIOCARD

Un-P1-C13-C1

Yes

Part assembly
diagrams

PCI adapter

PCl riser
card

Un-P1-C12

Yes

PCl riser
card

Un-P1-C13

Yes

PCI bridge
set0

BRDGSET
BRDGST1

Un-P1

Yes

Replace the system
backplane and cards
using the removal
and replacement
procedures
corresponding to the
locations indicated.

Memory modules

Memory
DIMM JOA
(far left, front
view)

MEMDIMM

Un-P1-C4

Yes

Part assembly
diagrams

Memory module

Memory
DIMM JOB
(second from
left, front
view)

MEMDIMM

Un-P1-C5

Yes

Part assembly
diagrams

Memory module

Memory
DIMM JOC
(third from
left, front
view)

MEMDIMM

Un-P1-C6é

Yes

Part assembly
diagrams

Memory module

Memory
DIMM JOD
(fourth from
left, front
view)

MEMDIMM

Un-P1-C7

Yes

Part assembly
diagrams

Memory module

Memory
DIMM J2D
(fifth from
left, front
view)

MEMDIMM

Un-P1-C8

Yes

Part assembly
diagrams

Memory module

Memory
DIMM J2C
(sixth from
left, front
view)

MEMDIMM

Un-P1-C9

Yes

Part assembly
diagrams

Memory module

Memory
DIMM J2B
(seventh
from left,
front view)

MEMDIMM

Un-P1-C10

Yes

Part assembly
diagrams

Memory module

Memory
DIMM J2A
(far right,
front view)

MEMDIMM

Un-P1-C11

Yes

Part assembly
diagrams

Memory module

Device locations

Disk drive 1
(3.5 inch)
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is the logical
location code)
Disk drive 2 Un-P1-D2 Yes Disk unit parts
(3.5 inch) (Un-P1-T9-L5-L0
is the logical
location code)
Media device Un-P1-D3 Removable media Media device
device parts
Control panel
Control Un-D1 Part assembly Contol panel
panel diagrams
Control Un-D1-TH Part assembly Control panel
panel USB diagrams
connector

Parent topic: Finding part locations

Part assembly diagrams for model ESCALA PL 250R-VL or ESCALA PL

450R-XS

This content covers the model ESCALA PL 250R-VL or ESCALA PL 450R-XS.

Final assembly

IFHALT 704

Table 1. Final assembly part numbers

Index Part number Units per Description
number assembly
1 3942228 4 Fan assembly
2 33P2299 1 Rack handle assembly, right
3 39J1363 2 Screw
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Table 2. Final assembly part numbers

Index Part number Units per Description
number assembly
15 97P5975 1 Access cover assembly, top
16 See Memory AR Memory module (DIMM)
parts
17 39J2432 AR Memory module (DIMM) filler
18 03N6792 2 Voltage regulator module
19 16G8095 1 Battery, time-of-day
20 03N6846 1 PCI adapter riser, long
21 39J1401 1 PCl filler
22 03N6843 1 PCI adapter riser, short
23 39J1401 1 PCI filler

IPHALTTZ2

Table 3. Final assembly part numbers
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Index Part number Units per Description
number assembly
24 See Power AR Power supply
parts
97P6025 1 Filler assembly power supply
25 See VPD parts 1 VPD card
26 39J0931 1 Support long PCI adapter
27 39J2595 1 Support rail assembly
28 80P6042 1 RAID card assembly
29 39J0374 1 Battery with plate
30 26K8899 1 Support  RAID assembly
31 97P5987 1 Baffle, airflow (S-shaped)
32 03N5800 1 Media card assembly (L-shaped)
33 See System 1 System backplane
parts
34 See System System backplane
parts

Parent topic: Part assembly diagrams

Exchanging the system backplane in the model ESCALA PL 250R-VL
or ESCALA PL 450R-XS

To exchange the system backplane in the model ESCALA PL 250R-VL or ESCALA PL 450R-XS, perform the
following procedure:

Attention: Before you remove or disconnect any components, note where they are connected or installed in
the system.

Note: When you replace the system backplane assembly or time-of-day battery, you will lose the service
processor settings.

Check and record the following service processor settings:

¢ System name setting. Refer to Changing system name.

e System power settings. Refer to Controlling the system power.

¢ ASMI service aids settings. Refer to Troubleshooting the system using system service aids.

e System configuration settings. Refer to Changing system configuration.

* Network services settings. Refer to Configuring network services.

e Login profile settings. Refer to Setting up login profile.

e Processing unit power control network identifier. Refer to Changing processing unit power control
network identifier.

¢ Server firmware. Refer to Server firmware fixes. The system might need to be updated to the latest
server firmware code level after you replace the system backplane.

¢ Also service processor settings that may have been set using operating system commands.
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1. If you are removing the system backplane as part of another procedure, continue to the next step. If
you are removing the system backplane because it is not operational, verify that it is the failing part.
See Ildentify a failing part.

2. Perform the following to prepare the system:

a. Ensure that the customer has taken appropriate actions to remove the server from normal
use.

b. Power off the system. For instructions, see Stopping the system.

c. Disconnect the power source from the system unit.

Note: This system might be equipped with a second power supply. Before continuing with this
procedure, ensure that the power source to the system is completely disconnected.

d. Attach a wrist strap to a metal surface of your hardware to prevent electrostatic discharge
from damaging your hardware. If you do not have a wrist strap, touch a metal surface on the
system unit before installing or replacing hardware.

Note: Follow the same precautions that you would use if you were not using the wrist strap. A
wrist strap is for static control. It will not increase or decrease your risk of receiving electric
shock when using or working on electrical equipment.

e. Make a note of cable connections and disconnect all of the cables from the system unit.
f. Move the system unit into the service position. For instructions, see Place the rack-mounted
system in the service position.

Note: This unit weighs approximately 17 kg (37 pounds) be sure you can safely support this
weight when removing the system unit from the rack.

g. Remove the system unit from the rack, by pressing the release latches on each extended rail,
and pulling the unit outward. Place the system unit on a flat work surface.
h. Remove the service access cover.
i. Open the fan access door on the top of the system unit by releasing the two latches.
3. Prepare to remove the system backplane by doing the following:

Note: For reference when doing the steps in this procedure, refer to Part assembly diagrams for
model ESCALA PL 250R-VL or ESCALA PL 450R-XS.

a. Remove the PCI adapter riser cards from the backplane connectors by pulling the riser card
assemblies upwards, out of the system unit, and place the riser card assemblies on a flat,
antistatic surface.

b. Remove the long PCI adapter plastic support bracket. Each leg of the bracket fastens through
the backplane in opposite directions.

c. Remove the removable media drive.

d. Remove the control panel cable from the L-shaped media card which is located behind the

operator panel enclosure and in front of the fan assembly.

. Remove the L-shaped media card, held in place with snap fasteners.

. Remove the S-shaped bracket that holds one end of the L-shaped media card in place. A

single screw retains this bracket near the power supply enclosure.

. Remove the disk drives. See Disk drive.

. Remove the power supplies. See Power supply.

. Remove the voltage regulator modules. See Voltage regulator module.

. Remove the memory modules. See Memory modules.

. Remove the VPD card. See Exchanging the VPD card.

. If so equipped, remove the RAID card assembly by releasing the plastic retaining tabs and

pulling the card upward.

— @
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m. Disconnect the fan assembly cables from the system backplane.
n. Remove the screws that attach the system backplane to the system unit.
¢ 12 screws fasten backplane to chassis.
¢ 4 screws fasten backplane connectors to chassis at rear of enclosure. Use care when
removing these screws to avoid damaging the threads.
Save these screws because they are needed to install the new backplane.
4. Lift and remove the system backplane.
5. Replace the system backplane and reassemble the enclosure by reversing the previous steps in this
procedure.

Note: Review the following before continuing with the next step.

+ Do not attach power cords, power on, or IPL the system until directed to do so. Failure to do
so could result in bus renumbering.

+ Do not start the system at this time. You are instructed when to connect the power and start
the system later in this procedure.

+ If the system is managed by an HMC, check the system's connection to the HMC through the
service network. Before continuing, the HMC and the service network should be operating
normally.

Continue with the next step.
6. Restore the service processor and SPCN settings:

a. After you replace a system backplane assembly, do the following to restore the service
processor and SPCN settings:

i. Enable the service network access to the service processor by doing one of the
following:
- If the network connection uses the Dynamic Host Configuration Protocol
(DHCP) to establish an IP address, and uses a Hardware Management
Console (HMC) as the DHCP server, no additional configuration is necessary
to enable network access to the service processor. Do the following:

1. Ensure that the system's service processor is connected to the
existing service network by verifying that an HMC service network
cable is connected to an HMC port on the system.

2. Connect all system power cables by plugging them into power
outlets.

3. Can you access the service network?

+ No: Go to step 6.a.ii.
+ Yes: Go to Reset the processing unit power control network
identifier using the ASMI.
- If the network connection uses DHCP to establish an IP address, but does
not use an HMC as the DHCP server, do the following:

e Complete any network configuration necessary to allow the DHCP
server to recognize and assign an IP address to the service
processor.

e Ensure that the system's service processor is connected to the
existing service network by verifying that an HMC service network
cable is connected to an HMC port on the system.

e Connect all system power cables by plugging them into power
outlets.

e Can you access the service network?

+ No: Go to step 6.a.ii
+ Yes: Go to Reset the processing unit power control network
identifier using the ASMI.
- If the network connection uses static IP address assignments (not managed
by an HMC), do the following:

¢ Connect a client with a Web browser directly to the service processor
network port using one of the following URLs:

+ https://192.168.2.147
¢ https://192.168.3.147

e Connect all system power cables by plugging them into power
outlets.

¢ On the client's Web browser, Log in to the Advanced System
Management Interface (ASMI) with the user ID: admin and the
default password: admin.
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¢ Change the admin user ID's password and the general user ID's
password. Refer to Changing ASMI password.
¢ Configure network access using the static IP address. Refer to
Configuring network access.
e Can you access the service network?
+ No: Go to step 6.a.ii.
+ Yes: Go to step 6.a.iiito reset the processing unit power
control network identifier using the ASMI.
ii. If you are not able to access the service network, reset the service processor network
interfaces (and passwords) by doing the following:

1. Move both service processor reset toggle switches from their current position
to the opposite position. See Locations model ESCALA PL 250R-VL or
ESCALA PL 450R-XS to identify the service processor reset toggle switches.

2. Go to Enable network access to the service processor.

iii. Reset the processing unit power control network identifier using the ASMI. Do the
following to set the configuration ID and MTMS values:

1. Follow the instructions in Changing processing unit power control network
identifier to update the processing unit power control network ID. Change the
identifier to Co.

2. Follow the instructions in Setting the system enclosure type to change the
system enclosure type.

iv. Ask the customer to do the following:

- Change the admin user ID's password and the general user ID's password.
Refer to Changing ASMI password.

- Set the system name. Refer to Changing system name.

- Set the time of day. If this server uses an HMC, set the time of day using the
ASMI. Refer to Changing the time of day. If this server does not use an HMC,
set the time of day using the appropriate operating system command.

- Reenter any of the following settings that you previously changed through the
ASMI, unless you want to use the defaults:

¢ System power settings. Refer to Controlling the system power.

¢ ASMI service aids settings. Refer to Troubleshooting the system
using system service aids.

e System configuration settings. Refer to Changing system
configuration.

e Network services settings. Refer to Configuring network services.

e Login profile settings. Refer to Setting up login profile.

- Reenter any service processor settings that you may have set using
operating system commands. You recorded these settings before removing
the service processor.

- Reactivate any Power On Demand devices using the ASMI. Refer to Using
on-demand utilities

- If the system is managed by an HMC and runs logical partitions, restore the
logical partition profiles. Refer to Restoring profile data using the HMC.

- If your system is managed by an HMC, reset the HMC access password.
From the HMC command line, type:

chsyspwd -m managed system -t access —--passwd —--newpasswd
newpassword
Where:

e The value for managed system is the new service processor's
managed system name.
¢ No value for ——passwd is entered thereby allowing authentication
¢ The value for newpassword is the new password value.
- If necessary, update to the latest server firmware level. Refer to Server
firmware fixes.
- Reboot in slow mode.
- Start the system.
7. If you replaced the system backplane as part of another procedure, return to that procedure now. If
you replaced the system backplane because it was not operational, verify that the new resource is
functional. See Verifying the repair.

Parent topic: Removing and replacing parts in the model ESCALA PL 250R-VL or ESCALA PL 450R-XS
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Locations model ESCALA PL 250R-L, PL 250R-L+ or PL 450R-VL+

Note: The known logical location codes for this unit are listed next to the corresponding physical location in
the following information. If you are working with a logical location code for this unit and it is not listed in the
following information, contact your next level of support.

The following diagrams show field replaceable unit (FRU) layout in the system. Use these diagrams with the
following tables.

Flgure 1. Front wew of the system
101 P1-D2 P1-D3

A2 IPHALR12-0

Fi%ure 2. Back view of the s&/stem
- P1-T3 P1-T5 P2-C1 P2-c2 E1

IPHALK13-0
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Fi%ure 4. System backplane layout

1

IPHAJa55-1

Number Description

A System backplane

Memory DIMM

VRM

Voltage regulator

VPD card

Battery

B
C
D
E Processor
F
G
H

Reset switch

Use the following illustration to help you identify parts of the control panel.

Figure 5. Control panel _

IPHALIQ15-C

Letter Name Description
A Power-on button Turns the system power on and off.
B Power LED Blinking when connected to the power source (system is in standby mode).
Solid when the power-on button has been pressed.
C Attention LED Normal state - LED is off.
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D Service processor |Service personnel use.
reset switch
(pinhole)

E Control panel Press tab to gain access to the control panel display.
access tab

F Increment down Scrolls the information in the display down.

G Enter Enter.

H Increment up Scrolls the information in the display.

The following table provides location codes for parts that make up the server.

Attention: After replacing any part on a server or expansion unit, perform Verifying the repair.

Table 1. FRU locations and failing components

Failing item | Symbolic |Physical location | Identify | Link to part number |Failing item removal
name failing item code LED and replacement
name procedures
System unit Un
Fans
Fan 1 (top) Un-A1 Yes Power parts Fans
Fan 2 Un-A2 Yes Power parts Fans
(bottom)
Power supplies
Power Un-E1 Yes Power parts Power supply
supply 1
(left)
Power Un-E2 Yes Power parts Power supply
supply 2
(right)
Backplane
System ANYPROC |Un-P1 Yes System parts System backplane
backplane |CLCKMOD
I0_HUB
IOBRDG
MA_BRDG
MEMBRD
MEMCTLR
NODEPL
SI_CARD
SVCPROC
SYSBKPL
STORIOA
VPD card CAPACTY |Un-P1-C1 VPD parts VPD card
Voltage Un-P1-C2 Yes Power parts Voltage regulator
regulator modules
2.5V
Voltage Un-P1-C3 Yes Power parts Voltage regulator
regulator modules
1.3V
Time-of-day |TOD_BAT |Un-P1-E1 Power parts Time-of-day battery
battery
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PCI adapter Un-P2 Yes 6B15 PCIl adapter
enclosure
System backplane ports
Ethernet Port Un-P1-T1
1 (left)
Ethernet Port Un-P1-T2
2
USB 0 (top) Un-P1-T3
USB 1 Un-P1-T4
(bottom)
Rack Un-P1-T5
indicator
system port Un-P1-T6
1 (left)
system port Un-P1-T7
2
HMC 1 (left) Un-P1-T8
HMC 2 Un-P1-T9
SCSI Un-P1-T10
Adapters
PCl adapter |PIOCARD |Un-P2-C1 Yes System parts PCIl adapter
in slot 1 MASBUS
SLOTERR
PCl adapter |PIOCARD |Un-P2-C2 Yes System parts PCI adapter
in slot 2 MASBUS
SLOTERR
PCl adapter |PIOCARD |(Un-P2-C3 Yes System parts PCIl adapter
in slot 3 MASBUS
SLOTERR
PCl bridge |BRDGSET Replace the system
set0 BRDGSTH1 backplane and cards
using the removal
and replacement
procedures
corresponding to the
locations indicated.
Memory modules
Memory MEMDIMM {Un-P1-C4 Yes Memory parts Memory modules
module JOA
Memory MEMDIMM |Un-P1-C5 Yes Memory parts Memory modules
module JOB
Memory MEMDIMM (Un-P1-C6 Yes Memory parts Memory modules
module JOC
Memory MEMDIMM  {Un-P1-C7 Yes Memory parts Memory modules
module JOD
Memory MEMDIMM  (Un-P1-C8 Yes Memory parts Memory modules
module J2D
Memory MEMDIMM (Un-P1-C9 Yes Memory parts Memory modules
module J2C
Memory MEMDIMM |Un-P1-C10 Yes Memory parts Memory modules
module J2B
Memory MEMDIMM  {Un-P1-C11 Yes Memory parts Memory modules
module J2A
Device locations
Disk drive 1 Un-P1-D1 Yes Disk unit parts Disk drive
(Un-P1-T11-L8-LO
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is the logical
location code)

Disk drive 2 Un-P1-D2 Yes Disk unit parts Disk drive
(Un-P1-T11-L5-L0
is the logical
location code)

Disk drive 3 Un-P1-D3 Yes Disk unit parts Disk drive
(Un-P1-T11-L4-LO
is the logical
location code)

Disk drive 4 Un-P1-D4 Yes Disk unit parts Disk drive
(Un-P1-T11-L3-LO
is the logical
location code)

IDE drive Un-P1-D5 Removable media Media device
(Un-P1-T12-L0 is device parts
the logical location
code)

Control panel

Control Un-D1 292F Control panel
panel

Parent topic: Finding part locations

Exchanging the system backplane in the model ESCALA PL 250R-L,
ESCALA PL 250R-L+ or ESCALA PL 450R-VL+,

To exchange the system backplane in the model ESCALA PL 250R-L, ESCALA PL 250R-L+ or ESCALA PL
450R-VL+, , perform the following procedure:

Check and record the following service processor settings:

¢ System name setting. Refer to Changing system name.

e System power settings. Refer to Controlling the system power.

¢ ASMI service aids settings. Refer to Troubleshooting the system using system service aids.

e System configuration settings. Refer to Changing system configuration.

e Network services settings. Refer to Configuring network services.

e Login profile settings. Refer to Setting up login profile.

¢ Processing unit power control network identifier. Refer to Changing processing unit power control
network identifier.

e Server firmware. Refer to Server firmware fixes. The system may need to be updated to the latest
server firmware code level after you replace the service processor.

e Service processor settings that may have been set using operating system commands.

1. If you are removing the system backplane as part of another procedure, continue to the next step. If
you are removing the system backplane because it is not operational, verify that it is the failing part.
See Identify a failing part.

2. Perform the following procedure to prepare the system:

a. Ensure that the customer has taken appropriate actions to remove the server from normal
use.

b. Power off the system. For instructions, see Stopping the system.

c. Disconnect the power source from the system.
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Note: This system might be equipped with a second power supply. Before continuing with this
procedure, ensure that the power source to the system has been completely disconnected.

d. Attach a wrist strap to a metal surface of your hardware to prevent electrostatic discharge
from damaging your hardware. If you do not have a wrist strap, touch a metal surface of the
system before installing or replacing hardware.

Note: Follow the same precautions that you would use if you were not using the wrist strap. A
wrist strap is for static control. It will not increase or decrease your risk of receiving electric
shock when using or working on electrical equipment.

3. Remove all of the cables from the back of the system unit.

4. Remove the service access cover.

5. Remove the PCI adapter enclosure by lifting up on the enclosure handle, and then lift the enclosure
out of the system unit and place it on a flat, antistatic surface.

6. Remove the fans. See Fans.

7. Remove the control panel and device enclosure. See Control panel.

8. Remove the disk drives. See Disk drive.

9. Remove the power supplies. See Power supply.

10. Remove the voltage regulators. SeeVoltage regulator modules.

11. Remove the memory modules. See Memory modules.

12. Remove the VPD card. See VPD card.

13. Disconnect the fan assembly cables from the system backplane.

14. Remove the screws that attach the system backplane to the system unit. Be sure to save these
screws, they will be needed to install the new backplane. Some of the screws that attach the system
backplane to the system unit are screws that also attach:

+ Connectors to the back of the system unit.
+ PCI adapter enclosure front supports.

+ PCl adapter enclosure handle grip post.

+ VPD card connector.

15. Lift and remove the system backplane.

16. To insert a system backplane, reverse the steps in this procedure. Then continue with the next step.

17. Perform the following procedure to set the configuration ID and MTMS values:

a. Complete this step before attempting to power on or IPL the system. If step 17 is not
completed before attempting to power on or IPL the system, bus renumbering may occur.

b. Use the HMC or PC Web browser to access the ASMI (see Accessing the Advanced System
Management Interface).

c. Follow the instructions in Changing processing unit power control network identifier to update
the processing unit power control network ID. Change the identifier to BA.

d. Follow the instructions in Setting the system enclosure type to change the system enclosure
type.

18. Do not start the system at this time. You will be instructed when to start the system in the procedure
to restore service processor settings that follows.

19. After you replace the system backplane assembly, perform the following procedure to restore service
processor and SPCN settings:

a. Enable network access to the service processor by doing one of the following.
¢ If the network connection uses the Dynamic Host Configuration Protocol (DHCP) to
establish an IP address, and uses a Hardware Management Console (HMC) as the
DHCP server, no additional configuration is necessary to enable network access to
the service processor. Perform the following procedure:

i. Ensure that the service processor is connected to the existing service
network by verifying that the HMC cable is connected to the HMC port on the
service processor assembly.

ii. Connect all system power cables by plugging them into power outlets.

Note: Do not start the system at this time.

iii. Can you access the service network?
e No: Continue with the next step.
* Yes: Go to step 19.c.
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¢ If the network connection uses DHCP to establish an IP address, but does not use an
HMC as the DHCP server, perform the following procedure:

i. Complete any network configuration necessary to allow the DHCP server to
recognize and assign an IP address to the service processor.

ii. Ensure that the service processor is connected to the existing service
network by verifying that the network cable is connected to the network port
on the service processor assembly.

iii. Connect all system power cables by plugging them into power outlets.

Note: Do not start the system at this time.

iv. Can you access the service network?
¢ No: Continue with the next step.
* Yes: Go to step 19.c.

0 If the network connection uses static IP address assignments (not managed by an
HMC), perform the following procedure:
i. Connect a client with a Web browser directly to the service processor
network port using one of the following URLs:

e hitps://192.168.2.147
e https://192.168.3.147

ii. Connect all system power cables by plugging them into power outlets.

Note: Do not start the system at this time.

iii. Log on to the Advanced System Management Interface (ASMI) with the user
ID admin and the default password admin.
iv. Change the admin user ID's password and the general user ID's password.
Refer to Changing the password.
v. Configure network access using the static IP address. Refer to Configuring
network access.
vi. Can you access the service network?
¢ No: Continue with the next step.
¢ Yes: Go to step 19.c.
b. If you are not able to access the service network, reset the service processor network
interfaces (and passwords) by doing the following:
i. Move both service processor reset toggle switches from their current position to the
opposite position.
ii. Go to step 19.a.
c. Reset the processing unit power control network identifier using the ASMI. Perform the
following procedure to set the configuration ID and MTMS values:
i. Follow the instructions in Changing processing unit power control network identifier to
update the processing unit power control network ID. Change the identifier to BA.

ii. Follow the instructions in Setting the system enclosure type to change the system

enclosure type.
d. The customer must do the following:
i. Change the admin user ID's password and the general user ID's password. Refer to
Changing the password.

ii. Set the system name. Refer to Viewing system name.

iii. Set the time of day. If this server uses an HMC, set the time of day using the ASMI.
Refer to Viewing time of day. If this server does not use an HMC, set the time of day
using the appropriate operating system command.

iv. Reenter any of the following settings that you previously changed through the ASMI,
unless you want to use the defaults:

- System power settings. Refer to Controlling the system power.

- ASMI service aids settings. Refer to Troubleshooting the system using
system service aids.

- System configuration settings. Refer to Changing system configuration.

- Network services settings. Refer to Configuring network services.

- Login profile settings. Refer to Setting up login profile.

v. Reenter any service processor settings that you may have set using operating
system commands. You recorded these settings before removing the service
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processor.
vi. Reactivate any Power On Demand devices using the ASMI. Refer to Using
on-demand utilities.

vii. If the system is managed by an HMC and runs logical partitions, restore the logical
partition profiles. Refer to Restoring profile data using the HMC.

viii. Verify the time of day for each partition after the system is powered on and the
partitions are activated. If necessary, set the time of day using the appropriate
operating system command for each logical partition.

ix. If your system is managed by an HMC, reset the HMC access password. From the
HMC command line, type:

chsyspwd —m managed system -t access ——-passwd ——newpasswd newpassword
where:

- The value for managed system is the new service processor's managed
system name.
-Novalue for  passwd is entered thereby allowing authentication.
- The value for newpassword is the new password value.
x. If necessary, update to the latest server firmware level. Refer to Server firmware
fixes.
xi. Reboot in slow mode.
xii. Start the system.
20. If you replaced the system backplane as part of another procedure, return to that procedure now. If
you replaced it because it was not operational, verify that the new resource is functional. See
Verifying the repair.

Parent topic: Removing and replacing parts in the model ESCALA PL 250R-L, PL 250R-L+ or PL 450R-VL+

Exchanging the VPD card in the model ESCALA PL 250R-L, ESCALA
PL 250R-L+ or ESCALA PL 450R-VL+,

Attention: The VPD card contains data which is vital to system operation:

e Machine type, model, and serial number

e System brand

e System unique ID (SUID)

¢ Activation codes for Power On Demand and Virtualization Engine Technologies (if applicable)

If the VPD card is replaced, this data must be programmed into the replacement VPD card. If the system is
still functional prior to the replacement of the VPD card, view and record the System unique ID (SUID).

New, replacement activation codes for Power On Demand and Virtualization Engine Technologies will have to
be generated. The original activation codes for the system cannot be reused. Contact your next level of
support for new activation codes.

To exchange the VPD card in the model ESCALA PL 250R-L, ESCALA PL 250R-L+ or ESCALA PL
450R-VL+, , perform the following procedure:

1. If you are removing the VPD card as part of another procedure, continue to the next step. If you are
removing the VPD card because it is not operational, verify that it is the failing part. See Identify a
failing part.

2. If the system is still functional and you are replacing the VPD card with a new VPD card, view and
record the System unique ID (SUID). This can be done by using a Hardware Management Console
(HMC) or PC to access the ASMI. Refer to Accessing the Advanced System Management Interface
for information about setting up the ASMI, and Managing your server using the Advanced System
Management Interface for information about using the ASMI. For further information, see Viewing vital
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product data.
3. Perform the following to prepare the system:
a. Ensure that the customer has taken appropriate actions to remove the server from normal
use.
b. Power off the system. For instructions, see Stopping the system.
c. Disconnect the power source from the system.

Note: This system might be equipped with a second power supply. Before continuing with this
procedure, ensure that the power source to the system has been completely disconnected.

d. Attach a wrist strap to a metal surface of your hardware to prevent electrostatic discharge
from damaging your hardware. If you do not have a wrist strap, touch a metal surface of the
system before installing or replacing hardware.

Note: Follow the same precautions that you would use if you were not using the wrist strap. A
wrist strap is for static control. It will not increase or decrease your risk of receiving electric
shock when using or working on electrical equipment.

4. Remove the service access cover. For instructions, see Remove the service access cover.
5. Pull the VPD card free by pushing the plastic tab behind the VPD card A.

/ & \\‘
y,

IPHALGD-0

. Toinsert a VPD card, reverse the steps in this procedure.

. If you replaced the VPD card as part of another procedure, return to that procedure now.

. Connect the line cords to each power supply.

. Use ASMI to set the system identifiers. This can be done by using a Hardware Management Console
(HMC) or PC to access the ASMI. Refer to Accessing the Advanced System Management Interface
for information about setting up the ASMI, and Managing your server using the Advanced System
Management Interface for information about using the ASMI. Update the system configuration
settings. For further information, see Programming vital product data.

10. If the customer had Power On Demand activation codes, obtain new activation codes from your next

level of support and enter the new codes. For more information, see Working with Power On Demand.

11. If the customer had Virtualization Engine Technologies activation codes, obtain new activation codes

from your next level of support and enter the new codes. For more information, see Entering the
activation code for Virtualization Engine technologies.

12. Power on the system. To review the power on procedure, go to Powering on and powering off.

13. If you replaced the VPD card because it was not operational, verify that the new resource is

functional. See Verifying the repair. This ends the procedure.

©O©ooN®

Parent topic: Removing and replacing parts in the model ESCALA PL 250R-L, PL 250R-L+ or PL 450R-VL+

Locations model ESCALA PL 250T/R, PL 250T/R+ or PL 450T/R-L+ and
112/85
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Use this information to help you map a location code to a position on the server for the 112/85, ESCALA PL
250T/R+ or ESCALA PL 450T/R-L+, 9405-520, 9406-520, and ESCALA PL 250T/R models.

Mapping physical location codes

Note: The known logical location codes for this unit are listed next to the corresponding physical location in
the following information. If you are working with a logical location code for this unit and it is not listed in the
following information, contact your next level of support.

Use the following illustrations to help you map a location code to a position on the server.

Figure 1. A view of the rack-mounted unit from the front.

P2-D4 P3- D1
P2-D3 P3-D2
P2 -D2—— ——P3-03 P4 -DA1
P2-D1— —P3-D4

I

P1-C8 IPHAHG02-1

Figure 2. A view of the rack-mounted unit from the back.
P1-C21-T1 P1-C21—w— P1-C7 P1-C7-T1
P1-C21-T2

P1-C7-T2
P1-C7-T3
P1-G7-T4

C\(-(\J‘m( heonannon | \lm(u( oo : ooooooo

PIT3 P Ta
P1T5
P1-Th PiTa IPHAHG22.0

Figure 3. A view of the system backplane from the top.
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Figure 4. A view of stand-alone system from the front.
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Figure 5. A view of stand-alone system from the back.
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Use the following illustration to help you identify parts of the control panel.

F/gure 6 A view of the front of the control panel.

10w

Q UE &
‘ff‘:\O © ©

% %%% 4 3

Number Name Description
1 Display Displays current status of system startup, or diagnostic
information in the event of a hardware problem.
2 Front system port Port uses RJ-45 connector. Use to plug in external

devices at the front of the system unit.

Increment up

Scrolls the information in the display up.

Enter

Enter

Increment down

Scrolls the information in the display down.

Attention LED

Normal state - LED is off

System reset button

Resets the system

Power LED

© |0 (N |0~ W
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Blinking - When connected to the power source (System
is in standby mode).
Solid - When power-on button has been pressed.

Note: There is approximately a 30-second transition
period from the time the power-on button is pressed to
when the power LED goes from blinking to on solid.
During the transition period, you may observe the
blinking intervals speed up.
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10 Power-on button Turns the system power on and off.
11 Service processor reset Service personnel use

switch (pinhole)
12 Serial number label Displays the system serial number

The following table contains location codes for the parts that make up the server.

Attention: After replacing any part on a server or expansion unit, perform Verifying the repair.

Table 1. Physical location codes
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Failing item Symbolic Physical Identify Link to part Failing item
name failing item | location code LED number removal and
name replacement
procedures
System unit Un NA
Fans
Fan 1 (front view, Un-A1 Yes Part assembly Fan
left side) diagrams
Fan 2 Un-A2 Yes Part assembly Fan
diagrams
Fan 3 (front view, Un-A3 Yes Part assembly Fan
right side) diagrams
Power supplies
Power supply 1 |PWRSPLY Un-E1 Yes Power parts Power supply
Power supply 2 |PWRSPLY Un-E2 Yes Power parts Power supply
Backplanes
System ANYPROC Un-P1 Yes System parts System backplane
backplane CLCKMOD
FRPORT
* ProcessordiCA
* RIO HSL_LNK
Hub/HSL |IO_HUB
NIC IOBRDG
¢ RIO/HSL |MA_BRDG
I/O MABRCFG
Bridge |MASBUS
¢ RIO/HSL |MEMCTLR
link NODEPL
e Ethernet |PIOCARD
controller |PPCISYS
e USB PRI_PCI
controller |SI_PHB
(AlX or |SICNTRL
Linux SIIOADP
only) SPBUS
¢ IDE STORIOA
bridge  |SYSBKPL
(AlX or |TOPORT
Linux
only)
e SCSI
controller




e Logic
Oscillator

¢ |nfiniBand
host
channel
adapter
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Disk drive (1 - 4)
backplane

Un-P2

Yes

28D2

Disk drive backplane

Disk drive (5 - 8)
backplane

Un-P3

Yes

28D2

Disk drive backplane

Media drive
backplane

Un-P4

Yes

291E

Removable media
drive enclosure and
backplane

System backplane ports

system port 1
(back of system
backplane)

Un-P1-T1

S1 system port
(front of control
panel)

Un-P1-T1

system port 2
(back of system
backplane)

Un-P1-T2

RIO/HSL left
connector, port 0

HSL LNK
HSL2
HSL2 xx
HSLH
HSLH_ xx

Un-P1-T3

External cables

RIO/HSL cables
concurrent

RIO/HSL right
connector, port 1

HSL LNK
HSL2
HSL2 xx
HSLH
HSLH xx

Un-P1-T4

External cables

RIO/HSL cables
concurrent

Integrated dual 1
GB Ethernet
controller-port A

Un-P1-T5

Integrated dual 1
GB Ethernet
controller-port B

Un-P1-T6

Integrated 2-port
universal serial
bus (USB) port 0
(AIX or Linux
only)

Un-P1-T7

Integrated 2-port
universal serial
bus (USB) port 1
(AIX or Linux
only)

Un-P1-T8

Rack indicator
connector

Un-P1-T9

Service processor

Service
processor card

SVCPROC

Un-P1-C7

28D7

Service processor

Time-of-day
(TOD) battery

TOD_BAT

Un-P1-C7-E1

Power parts

Time-of-day battery

HMC 1 connector

Un-P1-C7-TH

HMC 2 connector

Un-P1-C7-T2
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SPCN 0
connector
SPCN 1 Un-P1-C7-T4
connector
Adapters
PCI adapter in PIOCARD Un-P1-C1 Yes System parts PCI adapter
slot 1 MASBUS
SLOTERR
PCIl adapter in PIOCARD Un-P1-C2 Yes System parts PCI adapter
slot 2 MASBUS
SLOTERR
PCl adapter in PIOCARD Un-P1-C3 Yes System parts PCI adapter
slot 3 MASBUS
SLOTERR
PCI adapter in PIOCARD Un-P1-C4 Yes System parts PCI adapter
slot 4 MASBUS
SLOTERR
PCIl adapter in PIOCARD Un-P1-C5 Yes System parts PCI adapter
slot 5 MASBUS
SLOTERR
PCIl adapter in PIOCARD Un-P1-C6 Yes System parts PCI adapter
slot 6 MASBUS
SLOTERR
Dual channel Un-P1-C8 Yes 5709 RAID enablement
SCSI RAID card
enablement card
PCl bridge set 1 |BRDGSET Un-P1 Replace the system
BRDGSTH1 Un-P1-C1 backplane and cards
Un-P1-C2 using the removal
and replacement
procedures
corresponding to the
locations indicated.
PCl bridge set2 |BRDGSET Un-P1 Replace the system
BRDGST2 Un-P1-C3 backplane and cards
Un-P1-C5 using the removal
Un-P1-C6 and replacement
procedures
corresponding to the
locations indicated.
PCl bridge set3 |BRDGSET Un-P1-C4 Replace the system
BRDGST3 backplane and cards
using the removal
and replacement
procedures
corresponding to the
locations indicated.
GX adapter Un-P1-C21 Yes System parts RIO/HSL or
InfiniBand adapter
GX adapter top Un-P1-C21-T1 |Yes
connector
GX adapter Un-P1-C21-T2 |Yes
bottom connector
Memory modules
Memory module |MEMDIMM Un-P1-C9 Yes Memory parts Memory
1
Memory module |MEMDIMM Un-P1-C10 Yes Memory parts Memory
2
MEMDIMM Un-P1-C11 Yes Memory parts Memory
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Memory module

3

Memory module [MEMDIMM Un-P1-C12 Yes Memory parts Memory

4

Memory module |[MEMDIMM Un-P1-C13 Yes Memory parts Memory

5

Memory module |MEMDIMM Un-P1-C14 Yes Memory parts Memory

6

Memory module |[MEMDIMM Un-P1-C15 Yes Memory parts Memory

7

Memory module |MEMDIMM Un-P1-C16 Yes Memory parts Memory

8

Vital product data Un-P1-C20 System parts VPD card

(VPD) card

Voltage regulator Un-P1-C17 Yes Power parts Voltage regulator
for 1.2 Vdc module

Voltage regulator Un-P1-C18 Yes Power parts Voltage regulator
for 1.5V dc module

Voltage regulator Un-P1-C19 Yes Power parts Voltage regulator
for2.5Vdc module

Device physical locations

Control panel

Control panel Un-D1 291D Control panel
(bottom media

bay)

Temperature Un-D1 291D Control panel
sensor

Server firmware

Server firmware Un-Y1

Input/output adapter (IOA) assignment rules for

The following table provides information necessary to identify the input/output processor (IOP) to which I0As
are assigned. The left column indicates the bridge set in which IOA assignment is allowed. Use the right
column to determine the IOP to which an IOA is assigned. The first position in the list must be an IOP. The
remaining positions might be IOPs or IOAs. IOAs are assigned to the first IOP located to their left in the list.
Although IOAs can be manually reassigned using system service tools (SST)/dedicated service tools (DST),
the IOA assignments return to the default order after each initial program load (IPL).

Table 2. Model ESCALA PL 250T/R adapter placement

Multi-adapter bridge domain / Peripheral
Component Interconnect (PCI) bridge set

IOA assignment rules

PHBO

Ce, C3, C5 C6, C3, embedded SCSI, C5
PHB2
C1,C2,C4 C1, C2, embedded Ethernet, C4

Table 3. Model ESCALA PL 250T/R adapter placement

, with Feature Codes 8325, 8327 and 8330

Multi-adapter bridge domain / Peripheral
Component Interconnect (PCI) bridge set

IOA assignment rules
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PHBO

C1,C2 C1 embedded Ethernet, C2
PHB2 (high speed double data rate)

C4 C4 (I0OPless IOAs only)
PHB3

C3, C5,C6 |02, embedded SCSI, C4

Parent topic: Finding part locations

Part assembly diagrams for model ESCALA PL 250T/R, PL 250T/R+ or
PL 450T/R-L+ and 112/85

This content covers the 112/85, ESCALA PL 250T/R+ or ESCALA PL 450T/R-L+, 9405-520, 9406-520, and
ESCALA PL 250T/R models.

Front cover assembly

IPHAUBED-2

Table 1. Front cover assembly part numbers

Index Part number Units Description
number
1 53P6093 1 Front cover assembly
1 39J2042 1 Bezel assembly
2 04N6587 2 Thumbscrew, front cover mounting
3 53P4517 1 Rack handle assembly, left
4 09P3744 2 Screw
5 53P3941 1 Cover, top access
6 97P5760 AR Rail kit
97P5754
6a NONUM AR Rack latch (included in rail kit)
6b NONUM AR Screw (included in rail kit)
6C NONUM AR Nut clip (included in rail kit)
7 3945304 1 Cable management arm assembly
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8 53P4519 1

Rack handle assembly, right

9 09P3744 2

Screw

Final assembly for model

Table 2. Final assembly part numbers

Index Part number Units Description
number

1 97P4178 AR Disk unit bezel

2 See Disk unit AR Disk unit assembly
parts

3 97P4179 AR Disk unit filler assembly

4 39J1004 1 RAID enablement filler

5 See Storage 1 RAID enablement card assembly
parts

6 97P6767 1 Media device filler

7 33G3907 4 Screw

8 See Part 1 Media device
number catalog

9 33G3907 4 Screw

11 See Control 1 Control panel assembly
panel parts
71P8467 1 Power button shield

12 53P5867 1 Media device filler

13 See Removable AR Media device
media device
parts

Problem determination procedures
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Table 3. Final assembly part numbers

Index Part number Units Description
number

14 39J5800 1 Fan tray assembly

15 3942473 3 Fan assembly

16 53P5869 2 PCI divider assembly, long. Use for slots 5 and 6

17 53P2728 2 PCI divider. Use for slot 4

17 53P2729 2 PCI divider. Use for slot 4

18 See System AR PCI adapter assembly
parts

19 03K8992 AR PCI adapter filler

20 See Processor 1 Service processor assembly
parts

21 See Power AR Power supply assembly
parts

22 39J0999 1 Power supply filler

23 See Backplane 1 Disk unit backplane assembly
parts

24 See Backplane 1 Disk unit backplane assembly
parts

24 53P4415 1 Disk unit backplane filler
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Service provider information

Index Part number Units Description
number
25 53P4521 1 Mounting bracket, power supply
25 09P3744 7 Screw
26 See Power 1 1.5V or 2.5 V voltage regulator
parts
27 See Power 1 2.5 V voltage regulator
parts
28 See Memory AR Memory DIMMs
parts
29 See Backplane 1 System backplane
parts
30 See Power 1 1.2V voltage regulator
parts
31 28L0657 1 Thumbscrew, planar mounting
32 53P4521 1 Mounting guide, short PCI divider
See VPD parts 1 VPD card

Stand-alone cover assembly
5

Table 5. Stand-alone cover assembly part numbers

Index Part number Units Description
number
1 97P3747 1 Cover assembly, service access
2 97P3772 1 Cover assembly, back
3 97P3942 1 Cover assembly, top
4 53P4517 2 Screw
5 97P5284 1 Cover assembly, top cap
6 09P3744 2 Screw
7 53P4413 1 Bracket
8 09P3744 4 Screw
9 97P2731 1 Control panel filler
10 See Control 1 Control panel
panel parts
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71P8467 1 Power button shield
11 97P5909 1 Cover assembly, front
12 97P4148 1 Door assembly
13 53P3949 1 Tip plate
14 09P3744 4 Screw

Parent topic: Part assembly diagrams

Exchanging the system backplane in the model 112/85, ESCALA PL
250T/R+ or ESCALA PL 450T/R-L+, 9405-520, 9406-520, and ESCALA
PL 250T/R

Use this procedure to remove and replace a 112/85, ESCALA PL 250T/R+ or ESCALA PL 450T/R-L+,
9405-520, 9406-520, and ESCALA PL 250T/R system backplane.

To complete these procedures, you might also need to perform removal and replacements from these topics:

e Control panel

e Removable media enclosure

e Fan assembly

e Power supplies

e Voltage regulators

¢ Disk drives and disk drive backplanes
¢ PCl adapters and dividers

® Service processor

¢ SCSI RAID backplane

If you are planning to use this information in printed form, be sure to print all of the information you need. You
can find all of the information, in both HTML or PDF format, in the Installing features and parts topic.

Before performing the following procedures, read the System Safety Inspection.

Attention: If you are servicing a rack-mounted system unit, it is strongly recommended that you remove the
system drawer from the rack. If you are servicing a stand-alone system unit, place the system on a flat and
stable surface on its side. To avoid potential breakage, the system front foot must not be resting on the
surface.

Parent topic: Removing and replacing parts in the model ESCALA PL 250T/R, PL 250T/R+ or PL 450T/R-L+

Removing the system backplane

Attention: Before you remove or disconnect any components, note where they are connected or installed in
the system.
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1. If you are removing the system backplane as part of another procedure, continue to the next step. If
you are removing the system backplane because it is not operational, verify that it is the failing part.
See Ildentify a failing part.

2. Perform the following to prepare the system:

a. Ensure that the customer has taken appropriate actions to remove the server from normal
use.

b. Power off the system. For instructions, see Stopping the system.

c. Disconnect the power source from the system.

Note: This system might be equipped with a second power supply. Before continuing with this
procedure, ensure that the power source to the system has been completely disconnected.

d. Attach a wrist strap to a metal surface of your hardware to prevent electrostatic discharge
from damaging your hardware. If you do not have a wrist strap, touch a metal surface of the
system before installing or replacing hardware.

Note: Follow the same precautions that you would use if you were not using the wrist strap. A
wrist strap is for static control. It will not increase or decrease your risk of receiving electric
shock when using or working on electrical equipment.

3. Remove the front cover.
4. Label and disconnect all other cables located at the rear of the system.
5. Place it in the service position.
6. Remove the service access cover.
7. Record the slot number and location of each adapter that is installed in the server.
8. Remove the PCIl adapters (see Removing the PCI adapter with the system power off).
9. Remove the PCI adapter dividers (see Removing a PCI adapter).
10. Remove both power supplies, if two are present in the system, or remove the power supply and filler
(see Removing the power supply).
11. Remove the service processor assembly and time-of-day battery.
12. Remove the media-device enclosure.

Note: If there is a cable from the media bay enclosure to the control panel, unplug the cable as you
remove the control panel from the media bay enclosure.

13. Remove the VPD card (see Exchanging the VPD card).

14. Remove the voltage regulator module (see Remove the voltage regulator module).

15. Remove the disk drives (see Remove a disk drive).

16. Remove the fan tray assembly.

17. Remove the disk drive backplanes (see Replace a disk drive backplane).

18. Remove memory modules.

19. Remove the 7 hex-head screws holding the power supply bay chassis bracket as shown in the
following illustration.
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1 Power supply bay chassis bracket 4 System chassis (shown in
service position)
2 Blue thumbscrew 5 Hex-head screw (7)
3 System backplane (shown with voltage regulator modules
attached)

20. Remove the power supply bay chassis bracket.

21. Remove the blue thumbscrew holding the system backplane to the chassis. Do not remove any other
screws from the backplane. The blue thumbscrew is the only screw that needs to be removed in order
to release the backplane from the chassis.

Attention: Use care when removing the system backplane. Standoffs attached to the chassis base
might damage the components attached to the bottom of the system backplane. Do not lift the system
backplane by any of the attached modules.

22. To remove the system backplane from the chassis, lift the front edge of the system backplane and
pull it towards the front of the system. Lift the system backplane up and out of the system chassis.
23. Place the system backplane in a safe place.

Replacing the system backplane

To replace the system backplane, do the following:

1. Attach a wrist strap to a metal surface of your hardware to prevent electrostatic discharge from
damaging your hardware. If you do not have a wrist strap, touch a metal surface of the system before
installing or replacing hardware.

Note: Follow the same precautions that you would use if you were not using the wrist strap. A wrist
strap is for static control. It will not increase or decrease your risk of receiving electric shock when
using or working on electrical equipment.

2. If necessary, remove the system backplane from the antistatic package.
3. Carefully grasp the system backplane along two edges.
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4. Lower the system backplane at an angle, so that the rear of the backplane connects with the system
chassis first.

Attention: Use care when replacing the system backplane. Standoffs attached to the chassis base
may damage the components attached to the bottom of the system backplane.

5. Slide the system backplane toward the back of the system chassis, and align the retaining screw hole
with the mating screw hole located on the system chassis.
6. Replace the thumbscrew that secures the system backplane to the system chassis.
7. Replace the power supply bay chassis bracket. Insert and tighten the 7 hex-head screws.
8. Replace the memory modules.
9. Replace the disk drive backplanes (see Replace a disk drive backplane).
10. Replace the fan tray assembly.
11. Replace the disk drives (see Replace a disk drive).
12. Replace the VPD card (see Exchanging the VPD card).
13. Replace the voltage regulator module (see Replace the voltage regulator module).
14. Replace the media-device enclosure.

Note: If there is a cable from the media device enclosure to the control panel, reconnect the control
panel cable as you install the media device enclosure.

15. Replace the service processor assembly and time-of-day battery.
16. Replace both power supplies, if two were present in the system, or replace the power supply and filler
(see Replacing the power supply).
17. Replace the PCI adapter dividers (see Replace a PCl adapter divider).
18. Replace the PCI adapters (see Replacing the PCI adapter with the system power off).
19. Replace the service access cover.
20. Replace the front cover.
21. Place it in the operating position.
22. Reconnect all signal and power cables to the back of the system.
23. Reconnect the power source to the system.
24. Perform the following to set the configuration ID and MTMS values:
a. Use the HMC or PC Web browser to access the ASMI (see Accessing the Advanced System
Management Interface).
b. Follow the instructions in Changing processing unit power control network identifier to update
the processing unit power control network ID. Change the identifier to B4.
c. Follow the instructions in Setting the system enclosure type to change the system enclosure
type.
25. Start the system.
26. If you replaced the system backplane as part of another procedure, return to that procedure now. If
you replaced it because it was not operational, verify that the new resource is functional. See
Verifying the repair.

Exchanging the VPD card in the model 112/85, ESCALA PL 250T/R+ or
ESCALA PL 450T/R-L+, 9405-520, 9406-520, and ESCALA PL 250T/R

Attention: The VPD card contains data which is vital to system operation:

e Machine type, model, and serial number

e System brand

e System unique ID (SUID)

¢ Activation codes for Power On Demand and Virtualization Engine Technologies (if applicable)
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If the VPD card is replaced, this data must be programmed into the replacement VPD card. If the system is
still functional prior to the replacement of the VPD card, view and record the System unique ID (SUID).

New, replacement activation codes for Power On Demand and Virtualization Engine Technologies will have to
be generated. The original activation codes for the system cannot be reused. Contact your next level of
support for new activation codes.

To exchange the VPD card in the model 112/85, ESCALA PL 250T/R+ or ESCALA PL 450T/R-L+, 9405-520,
9406-520, and ESCALA PL 250T/R, perform the following procedure:

1. If you are removing the VPD card as part of another procedure, continue to the next step. If you are
removing the VPD card because it is not operational, verify that it is the failing part. See Identify a
failing part.

2. If the system is still functional and you are replacing the VPD card with a new VPD card, view and
record the System unique ID (SUID). This can be done by using a Hardware Management Console
(HMC) or PC to access the ASMI. Refer to Accessing the Advanced System Management Interface
for information about setting up the ASMI, and Managing your server using the Advanced System
Management Interface for information about using the ASMI. For further information, see Viewing vital
product data.

. Power off the system. To review the power-off procedure, go to Powering on and powering off.

. Disconnect the line cords to each power supply.

. Remove the model ESCALA PL 250T/R and 112/85 media device enclosure. For further instructions,
see Remove the model ESCALA PL 250T/R media device enclosure.

. Unlock the VPD card by pressing on retaining bracket A.

. Remove the VPD card from its bracket B.

. To install a VPD card, reverse this procedure. Ensure retaining pin fully engages VPD card.

. If you replaced the VPD card as part of another procedure, return to that procedure now.

. Connect the line cords to each power supply.

. Use ASMI to set the system identifiers. This can be done by using a Hardware Management Console
(HMC) or PC to access the ASMI. Refer to Accessing the Advanced System Management Interface
for information about setting up the ASMI, and Managing your server using the Advanced System
Management Interface for information about using the ASMI. Update the system configuration
settings. For further information, see Programming vital product data.

12. If the customer had Power On Demand activation codes, obtain new activation codes from your next

level of support and enter the new codes. For more information, see Working with Power On Demand.

13. If the customer had Virtualization Engine Technologies activation codes, obtain new activation codes

from your next level of support and enter the new codes. For more information, see Entering the
activation code for Virtualization Engine technologies.

14. Power on the system. To review the power on procedure, go to Powering on and powering off.

15. If you replaced the VPD card because it was not operational, verify that the new resource is

functional. See Verifying the repair. This ends the procedure.

- O OWON® (62 ¢ “N&b)
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Parent topic: Removing and replacing parts in the model ESCALA PL 250T/R, PL 250T/R+ or PL 450T/R-L+

Locations model ESCALA PL 450T/R, PL 450T/R+ or PL 850T/R-L+

Use this information to help you map a location code to a position on the server for the ESCALA PL 450T/R+
or ESCALA PL 850T/R-L+, 9406-550, ESCALA PL 450T/R, models.

Note: The known logical location codes for this unit are listed next to the corresponding physical location in
the following information. If you are working with a logical location code for this unit and it is not listed in the
following information, contact your next level of support.

The following diagrams show field replaceable unit (FRU) layout in the system. Use these diagrams with the
following tables.

Figure 1. Front view of the system
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Figure 2. Back view of the system with 2 RIO/HSL ports on the planar and 1 bus card slot. Bus card is
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Figure 3. Back view of the stand-alone system with 2 RIO/HSL ports on the planar and 1 bus card slot. Bus
card is installed, port 0 is C6-T1 (closest to board) and port 1 is C6-T2 (towards the top of the card).
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Figure 5. Back view of the stand-alone system with no RIO/HSL ports on the planar, but has 2 bus card slots

(C6 and C14). When bus card is installed port 0 is Cx-T1 (closest to board) and port 1 is Cx-T2 (towards the
top of the card).
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Figure 7. Memory module locations on the processor card
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The following table provides location codes for parts that make up the server.

Attention: After replacing any part on a server or expansion unit, perform Verifying the repair.

Table 1. FRU locations and failing components

112

Failing item | Symbolic |Physical location | Identify | Link to part number | Failing item removal
name failing item code LED and replacement
name procedures
System unit Un
Fans
PCI adapters Un-A1 Yes Part assembly Fans
fan 1 diagrams
PCl adapters Un-A2 Yes Part assembly Fans
fan 2 diagrams
Processor Un-A3 Yes Part assembly Fans
fan 1 diagrams
Processor Un-A4 Yes Part assembly Fans
fan 2 diagrams
Power supplies
Power PWRSPLY |Un-E1 Yes 51BA Power supply
supply 1
Power PWRSPLY |Un-E2 Yes 51BA Power supply
supply 2
Backplanes
System HCA Un-P1 Yes 28EC System backplane
backplane HSL_LNK
MA_BRDG
e SPCNMABRCFG
e Card |[MASBUS
encloghfeDEPL
or PIOCARD
backpRREITWR
e Multi-|PRI_PCI
adaptssl_PHB
bridgeSVCPROC
(all) |SIIOADP
¢ Servic8 YSBKPL
procesS6ORIOA
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SCSI
controller 0

Un-P1-T14

SCSI
controller 1

Un-P1-T15

IDE
controller

Un-P1-T16

Time-of-day
battery

Un-P1-E1

Power parts

Service processor
time-of-day battery

Disk drive (1
- 4)
backplane

Un-P2 (logical
location
Un-P1-T15-L15-L0

Yes

28F6
28F7
292C
292E

Disk drive backplane

Disk drive (5
- 8)
backplane

Un-P3 (logical
location
Un-P1-T14-L15-L0

Yes

28F6
28F7
292C
292E

Disk drive backplane

Media drive
backplane

Un-P4

Yes

28D1
291E

Media device
enclosure

System backplane ports

system port
]

Un-P1-T1

S1 system
port (front of
control
panel)

Un-P1-T1

system port
2

Un-P1-T2

SPCN O

(upper
connector)

Un-P1-T3

SPCN 1
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HMC 1

(upper
connector)

Un-P1-T5

HMC 2
(lower
connector)

Un-P1-T6

USB port 0

(upper
connector)

Un-P1-T7

USB port 1
(lower
connector)

Un-P1-T8

Ethernet port
A (0)

Un-P1-T9

Ethernet port
B (1)

Un-P1-T10

RIO Port 0, Un-P1-T11, not
left available on

ESCALA PL

450T/R+ or

ESCALA PL

850T/R-L+
RIO Port 1, Un-P1-T12, not
right available on

ESCALA PL

450T/R+ or

ESCALA PL

850T/R-L+
Rack Un-P1-T13
indicator
Processor and processor regulator
Processor Un-P1-C9 Yes 26F0
card 1 26F1

5237
Processor Un-P1-C8 Yes 26F0
card 2 26F1
5237

Voltage Un-P1-C8-C9 Yes Power parts Voltage regulator
regulator 1.5 modules
Von
Processor
card 2
Voltage Un-P1-C8-C10 Yes Power parts Voltage regulator
regulator 2.5 modules
V/1.8 V on
Processor
card 2
Voltage Un-P1-C9-C9 Yes Power parts Voltage regulator
regulator 1.5 modules
Von
Processor
card 1
Voltage Un-P1-C9-C10 Yes Power parts Voltage regulator
regulator 2.5 modules
V/1.8 V on
Processor
card 1

Un-P1-C11 Yes Power parts
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Voltage Voltage regulator
regulator 1.3 modules
V for
Processor
card 2
Voltage Un-P1-C12 Yes Power parts Voltage regulator
regulator 1.3 modules
V for
Processor
card 1
VPD card Un-P1-C13 System parts VPD card
Adapters
PCl adapter |PIOCARD Un-P1-C1 Yes System parts PCI adapter
in slot 1 MASBUS
SLOTERR
PCl adapter |PIOCARD |Un-P1-C2 Yes System parts PCI adapter
in slot 2 MASBUS
SLOTERR
PCl adapter |PIOCARD |(Un-P1-C3 Yes System parts PCI adapter
in slot 3 MASBUS
SLOTERR
PCl adapter |PIOCARD |Un-P1-C4 Yes System parts PCI adapter
in slot 4 MASBUS
SLOTERR
PCl adapter |PIOCARD |Un-P1-C5 Yes System parts PCI adapter
in slot 5 MASBUS
SLOTERR
GX adapter |SIIOADP Un-P1-C6 Yes 1806 RIO adapter card
card SIADPCD 1807
GX adapter Un-P1-C6-T1 Yes RIO cables concurrent
card
connector 0
(bottom)
GX adapter Un-P1-C6-T2 Yes RIO cables concurrent
card
connector 1
(top)
GX adapter |SIIOADP Un-P1-C14 Yes 1806 RIO adapter card
card SIADPCD 1807
GX adapter Un-P1-C14-TH1 Yes RIO cables concurrent
card
connector 0
(bottom)
GX adapter Un-P1-C14-T2 Yes RIO cables concurrent
card
connector 1
(top)
RAID Un-P1-C7 Yes 5709 RAID enablement card
enablement
card
PCl bridge |BRDGSET [Un-P1 Replace the system
set 1 BRDGST1 |Un-P1-CA backplane and cards
Un-P1-C2 using the removal and
replacement
procedures
corresponding to the
locations indicated.
PCl bridge |BRDGSET |[Un-P1 Replace the system
set 2 BRDGST2 |Un-P1-C4 backplane and cards
Un-P1-C5 using the removal and
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replacement
procedures
corresponding to the
locations indicated.
PCl bridge |BRDGSET |Un-P1
set 3 BRDGST3 |Un-P1-C3
Memory modules
Memory MEMDIMM {Un-P1-C8-C1 Yes Memory parts Memory modules
module 1
Memory MEMDIMM {Un-P1-C8-C2 Yes Memory parts Memory modules
module 2
Memory MEMDIMM  |Un-P1-C8-C3 Yes Memory parts Memory modules
module 3
Memory MEMDIMM (Un-P1-C8-C4 Yes Memory parts Memory modules
module 4
Memory MEMDIMM {Un-P1-C8-C5 Yes Memory parts Memory modules
module 5
Memory MEMDIMM (Un-P1-C8-C6 Yes Memory parts Memory modules
module 6
Memory MEMDIMM (Un-P1-C8-C7 Yes Memory parts Memory modules
module 7
Memory MEMDIMM |Un-P1-C8-C8 Yes Memory parts Memory modules
module 8
Memory MEMDIMM  {Un-P1-C9-C1 Yes Memory parts Memory modules
module 1
Memory MEMDIMM |Un-P1-C9-C2 Yes Memory parts Memory modules
module 2
Memory MEMDIMM  (Un-P1-C9-C3 Yes Memory parts Memory modules
module 3
Memory MEMDIMM {Un-P1-C9-C4 Yes Memory parts Memory modules
module 4
Memory MEMDIMM (Un-P1-C9-C5 Yes Memory parts Memory modules
module 5
Memory MEMDIMM (Un-P1-C9-C6 Yes Memory parts Memory modules
module 6
Memory MEMDIMM  (Un-P1-C9-C7 Yes Memory parts Memory modules
module 7
Memory MEMDIMM (Un-P1-C9-C8 Yes Memory parts Memory modules
module 8
T A logical location code with the form of Un-P1-Cn-Tn-Ln-Ln indicates that the disk is attached to a disk
controller on a PCl adapter. Cn identifies the card slot of the PCI adapter. Tn identifies the port on the PCI
adapter.
Control panel
Control Un-D1 291D Control panel and
panel signal cable
Temperature Un-D1 291D Control panel and
sensor signal cable

Input/output adapter (IOA) assignment rules for

The following table provides information necessary to identify the input/output processor (IOP) to which I0As
are assigned. The left column indicates the bridge set in which IOA assignment is allowed. Use the right
column to determine the IOP to which an IOA is assigned. The first position in the list must be an IOP. The

116 Problem determination procedures



Service provider information

remaining positions might be IOPs or IOAs. IOAs are assigned to the first IOP located to their left in the list.
Although IOAs can be manually reassigned using system service tools (SST)/dedicated service tools (DST),
the IOA assignments return to the default order after each initial program load (IPL).

Table 2. Model ESCALA PL 450T/R adapter placement

Multi-adapter bridge domain / Peripheral
Component Interconnect (PCI) bridge set

IOA assignment rules

PHBO

C1,C2 C1, Embedded Ethernet, embedded SCSI, C2
PHB2
C3, C4,C5 C3, C4, C5

Parent topic: Finding part locations

Part assembly diagrams for model ESCALA PL 450T/R, PL 450T/R+ or

PL 850T/R-L+

This content covers the 9406-550, ESCALA PL 450T/R+ or ESCALA PL 850T/R-L+, models.

Final assembly for model ESCALA PL 450T/R, ESCALA PL 450T/R+ or ESCALA PL 850T/R-L+,

\\\\\\\\

Table 1. Final assembly part numbers for model ESCALA PL 450T/R, ESCALA PL 450T/R+ or ESCALA PL

850T/R-L+,
Index Part number Units Description
number
1 See Bus parts 1 RIO adapter
2 See System AR PCI adapter
parts

Problem determination procedures
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3 03K8992 AR PCI blank
4 See Processor AR System processor
parts
5 See Power 1 Voltage regulator (1.5 V)
parts
6 See Power 1 Voltage regulator (2.5 V)
parts
7 See Memory AR Memory module
parts
44H8167 AR Filler, memory module
8 See Power 1 Voltage regulator (1.3 V)
parts
9 97P4370 AR System processor filler
10 97P4610 1 Top cover
11 See Power 1 Power supply
parts
12 39J1219 1 Power supply filler
13 97P6144 3 Retainer for PCI adapter (slots C1, C2, or C3)
97P6794 2 Retainer, with bracket, for PCI adapter (slots C4 or C5)
14 See VPD parts 1 VPD card
15 See Backplane 1 Media backplane assembly
parts
16 See Control 1 Control panel assembly
panel parts
71P8467 1 Power button shield
17 53P5867 AR Media device filler
18 See Removable AR Media device
media device
parts
19 39J1002 AR Media device filler
20 See Removable AR Media device
media device
parts
21 39J1004 AR RAID enablement card filler
22 See Storage AR RAID enablement card assembly
parts
23 See Disk unit AR Disk unit assembly
parts
05J7885 AR Guide rail, disk unit
24 97P4179 AR Disk unit filler assembly
25 97P5270 AR Disk unit backplane filler
26 See Backplane AR Disk unit backplane assembly

parts
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IPHAUTS1-0

Table 2. Final assembly part numbers for model ESCALA PL 450T/R, ESCALA PL 450T/R+ or ESCALA PL
850T/R-L+, , continued

Index Part number Units Description
number

27 39J2390 2 Fan, PCI
39J2389

28 97P4365 1 Fan, Processor

29 97P5894 4 PCI adapter divider

30 NONUM 1 Processor divider

31 NONUM 1 Power supply divider

32 97P4365 1 Fan, Processor

33 NONUM 1 Rear support

34 NONUM Screw, rear support

35 See Power AR Power supply
parts

36 NONUM 1 Power supply insulator sheet

37 See Power 1 Voltage regulator (1.3V)
parts

38 See Backplane 1 System backplane
parts

39 97P6144 3 Retainer for PCI adapter (slots C1, C2, or C3)
97P6794 2 Retainer, with bracket, for PCI adapter (slots C4 or C5)

40 See Backplane AR Disk unit backplane assembly
parts

41 NONUM 1 System insulator sheet

42 NONUM 1 Front support

43 NONUM Screw, front support

44 NONUM 1 PCI card insulator sheet

Stand-alone cover assembly
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Table 3. Stand-alone cover assembly part numbers

Index Part number Units Description
number
1 97P5244 1 Side cover
2 97P3772 1 Back cover
3 97P5241 1 Side wrap
4 NONUM Screw
5 97P5284 1 Top cap
6 09P3744 2 Screw
7 97P5912 1 Control-panel mounting-bracket assembly
8 NONUM Screw
9 97P2731 1 Control panel filler
10 See Control 1 Control panel
panel parts
71P8467 1 Power button shield
11 97P5907 1 Front cover
12 97P4148 1 Door assembly
13 97P5238 Tip plate
14 NONUM Screw

Front cover and rail assembly
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IPHAUTS241

Table 4. Front cover and rail assembly part numbers

Index Part number Units Description
number
1 97P5037 1 Front cover assembly model
1 97P6149 1 Front cover assembly server
2 04N6587 2 Thumbscrew, front cover mounting
3 97P5896 1 Rack bracket - left
4 09P3744 2 M3.5 screw
5,6,11,12 |97P5271 1 Rail assembly
7 53P1463 2 Catch rack latch
8 26H7213 2 M5 screw
9 39J5304 1 Cable management arm assembly
10 39J1221 1 Cable management bracket
13 97P5895 1 Rack bracket - right
14 09P3744 2 M3.5 screw

Parent topic: Part assembly diagrams

Exchanging the system backplane in a model ESCALA PL 450T/R+ or

ESCALA PL 850T/R-L+, 9406-550, ESCALA PL 450T/R,

Use this procedure to remove and replace a system backplane in a model ESCALA PL 450T/R+ or ESCALA
PL 850T/R-L+, 9406-550, ESCALA PL 450T/R, .

If you are planning to use this information in printed form, be sure to print all of the information you need. You
can find all of the information, in both HTML or PDF format, in the Installing features and parts topic.

Before performing the following procedures, read the System Safety Inspection.
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Attention: If you are servicing a rack-mounted system unit, it is strongly recommended that the system
drawer be removed from the rack. If you are servicing a stand-alone system unit, it is strongly recommended
that the system be placed on its side, on a flat and stable surface. To avoid potential breakage, the system
front foot must not be resting on the surface.

Attention: Before you remove or disconnect any components, note where they are connected or installed in
the system.

Note: When you replace the system backplane assembly or time-of-day battery, you will lose the service
processor settings.

Check and record the following service processor settings:

122

¢ System name setting. Refer to Changing system name.

e System power settings. Refer to Controlling the system power.

e ASMI service aids settings. Refer to Troubleshooting the system using system service aids.

¢ System configuration settings. Refer to Changing system configuration.

¢ Network services settings. Refer to Configuring network services.

¢ Login profile settings. Refer to Setting up login profile.

® Processing unit power control network identifier. Refer to Changing processing unit power control
network identifier.

e Server firmware. Refer to Server firmware fixes. The system may need to be updated to the latest
server firmware code level after you replace the service processor.

¢ Also service processor settings that may have been set using operating system commands.

1. If you are removing the system backplane as part of another procedure, continue to the next step. If
you are removing the system backplane because it is not operational, verify that it is the failing part.
See Ildentify a failing part.

2. Perform the following to prepare the system:

a. Ensure that the customer has taken appropriate actions to remove the server from normal
use.

b. Power off the system. For instructions, see Stopping the system.

c. Disconnect the power source from the system.

Note: This system might be equipped with a second power supply. Before continuing with this
procedure, ensure that the power source to the system has been completely disconnected.

d. Attach a wrist strap to a metal surface of your hardware to prevent electrostatic discharge
from damaging your hardware. If you do not have a wrist strap, touch a metal surface of the
system before installing or replacing hardware.

Note: Follow the same precautions that you would use if you were not using the wrist strap. A
wrist strap is for static control. It will not increase or decrease your risk of receiving electric
shock when using or working on electrical equipment.

3. Remove the front cover. For instructions, see Remove the front cover.

4. Label and disconnect all other cables located at the rear of the system.

5. Place the system in the service position. For instructions, see Place the unit in the service position.
6. Remove the service access cover. For instructions, see Remove the service access cover.
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17.

18.
. Remove the processor and power supply dividers.
20.
21.
22.
. Remove the time-of-day battery. For instructions, see Remove the time-of-day battery.
24,
25.
. Remove the PCI adapter insulator sheet, power supply insulator sheet, and system insulator sheet.
27.

28.
29.
30.

31.
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. Remove the media-device enclosure. For instructions, see Remove the media-device enclosure.

Note: If there is a cable from the media-device enclosure to the control panel, unplug the cable as
you remove the control panel from the media-device enclosure.

. Remove the RAID enablement card, if present. For instructions, see Remove the RAID enablement

card.

. Record the slot number and location of each disk drive that is installed in the server.
10.
11.
12.
13.
. Remove the PCI adapters. For instructions, see Remove the PCl adapter with the system power off.
15.
16.

Remove the disk drives. For instructions, see Remove a disk drive.

Remove the disk drive backplanes (see Replace a disk drive backplane).

Remove the fans. For instructions, see Remove the fans.

Record the slot number and location of each adapter that is installed in the server.

Remove the PCI adapter dividers. For instructions, see Remove a PCl adapter.

Remove both power supplies, if two are present in the system, or remove the power supply and filler.
For instructions, see Remove the power supply.

Remove both processor assemblies, if two are present in the system, or remove the processor
assembly and filler. For instructions, see Remove the processor assembly.

Remove the voltage regulator module. For instructions, see Remove the voltage regulator module.

Remove the screws holding the front support bracket.
Remove the front support bracket.
Remove the VPD card. For instructions, see Remove the VPD card.

Remove the screws holding the rear support bracket.
Remove the rear support bracket.

To remove the system backplane and mounting plate from the chassis, lift the front edge of the
system backplane and mounting plate until it clears the locating pins, then pull it towards the front of
the system. Lift the system backplane and mounting plate up and out of the system chassis.
Remove the screws holding the system backplane to the mounting plate.
To replace the backplane, reverse the steps in the removal procedure.
Do not start the system at this time. You will be instructed when to start the system in the procedure
to restore service processor settings that follows.
After you replace the system backplane assembly, do the following to restore service processor and
SPCN settings.
a. Enable network access to the service processor by doing one of the following.
¢ If the network connection uses the Dynamic Host Configuration Protocol (DHCP) to
establish an IP address, and uses a Hardware Management Console (HMC) as the
DHCP server, no additional configuration is necessary to enable network access to
the service processor. Do the following:

i. Ensure that the service processor is connected to the existing service
network by verifying that the HMC cable is connected to the HMC port on the
service processor assembly.

ii. Connect all system power cables by plugging them into power outlets.

Note: Do not start the system at this time.

iii. Can you access the service network?
¢ No: Continue with the next step.
¢ Yes: Go to step 31.c.
¢ If the network connection uses DHCP to establish an IP address, but does not use an
HMC as the DHCP server, do the following:

i. Complete any network configuration necessary to allow the DHCP server to
recognize and assign an IP address to the service processor.

ii. Ensure that the service processor is connected to the existing service
network by verifying that the network cable is connected to the network port
on the service processor assembly.

iii. Connect all system power cables by plugging them into power outlets.
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Note: Do not start the system at this time.

iv. Can you access the service network?
¢ No: Continue with the next step.
e Yes: Go to step 31.c.

¢ If the network connection uses static IP address assignments (not HMC managed),
do the following:
i. Connect a client with a Web browser directly to the service processor
network port using one of the following URLs:

e https://192.168.2.147
¢ hitps://192.168.3.147

ii. Connect all system power cables by plugging them into power outlets.

Note: Do not start the system at this time.

iii. Log on to the Advanced System Management Interface (ASMI) with the user
ID admin and the default password admin.
iv. Change the admin user ID's password and the general user ID's password.
Refer to Changing the password.
v. Configure network access using the static IP address. Refer to Configuring
network access.
vi. Can you access the service network?
¢ No: Continue with the next step.
¢ Yes: Go to step 31.c.
b. If you are not able to access the service network, reset the service processor network
interfaces (and passwords) by doing the following:
i. Move both service processor reset toggle switches from their current position to the
opposite position.
ii. Go to step 31.a.
c. Reset the processing unit power control network identifier using the ASMI. Do the following to
set the configuration ID and MTMS values:
i. Follow the instructions in Changing processing unit power control network identifier to
update the processing unit power control network ID. Change the identifier to B5.

ii. Follow the instructions in Setting the system enclosure type to change the system

enclosure type.
d. The customer must do the following:
i. Change the admin user ID's password and the general user ID's password. Refer to
Changing the password.

ii. Set the system name. Refer to Viewing system name.

iii. Set the time of day. If this server uses an HMC, set the time of day using the ASMI.
Refer to Viewing time of day. If this server does not use an HMC, set the time of day
using the appropriate operating system command.

iv. Reenter any of the following settings that you previously changed through the ASMI,
unless you want to use the defaults:

- System power settings. Refer to Controlling the system power.

- ASMI service aids settings. Refer to Troubleshooting the system using
system service aids.

- System configuration settings. Refer to Changing system configuration.

- Network services settings. Refer to Configuring network services.

- Login profile settings. Refer to Setting up login profile.

v. Reenter any service processor settings that you may have set using operating
system commands. You recorded these settings before removing the service
processor.

vi. Reactivate any Power On Demand devices using the ASMI. Refer to Using
on-demand utilities.

vii. If the system is managed by an HMC and runs logical partitions, restore the logical
partition profiles. Refer to Restoring profile data using the HMC.

viii. Verify the time of day for each partition after the system is powered on and the
partitions are activated. If necessary, set the time of day using the appropriate
operating system command for each logical partition.

ix. If your system is managed by an HMC, reset the HMC access password. From the
HMC command line, type:
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chsyspwd -m managed system -t access —--passwd —-newpasswd newpassword
where:

- The value for managed system is the new service processor's managed
system name.
-No value for  passwd is entered thereby allowing authentication.
- The value for newpassword is the new password value.
x. If necessary, update to the latest server firmware level. Refer to Server firmware
fixes.
xi. Reboot in slow mode.
xii. Start the system.
32. If you replaced the system backplane as part of another procedure, return to that procedure now. If
you replaced it because it was not operational, verify that the new resource is functional. See
Verifying the repair.

Parent topic: Removing and replacing parts in the model ESCALA PL 450T/R, PL 450T/R+ or PL 850T/R-L+

Exchanging the VPD card in the model ESCALA PL 450T/R+ or
ESCALA PL 850T/R-L+, 9406-550, ESCALA PL 450T/R,

Attention: The VPD card contains data which is vital to system operation:

e Machine type, model, and serial number

e System brand

¢ System unique ID (SUID)

¢ Activation codes for Power On Demand and Virtualization Engine Technologies (if applicable)

If the VPD card is replaced, this data must be programmed into the replacement VPD card. If the system is
still functional prior to the replacement of the VPD card, view and record the System unique ID (SUID).

New, replacement activation codes for Power On Demand and Virtualization Engine Technologies will have to
be generated. The original activation codes for the system cannot be reused. Contact your next level of
support for new activation codes.

To exchange the VPD card on the model ESCALA PL 450T/R+ or ESCALA PL 850T/R-L+, 9406-550,
ESCALA PL 450T/R, , perform the following procedure:

1. If you are removing the VPD card as part of another procedure, continue to the next step. If you are
removing the VPD card because it is not operational, verify that it is the failing part. See Identify a
failing part.

2. If the system is still functional and you are replacing the VPD card with a new VPD card, view and
record the System unique ID (SUID). This can be done by using a Hardware Management Console
(HMC) or PC to access the ASMI. Refer to Accessing the Advanced System Management Interface
for information about setting up the ASMI, and Managing your server using the Advanced System
Management Interface for information about using the ASMI. For further information, see Viewing vital
product data.

3. Perform the following to prepare the system:

a. Ensure that the customer has taken appropriate actions to remove the server from normal
use.

b. Power off the system. For instructions, see Stopping the system.

c. Disconnect the power source from the system.

Note: This system might be equipped with a second power supply. Before continuing with this
procedure, ensure that the power source to the system has been completely disconnected.
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d. Attach a wrist strap to a metal surface of your hardware to prevent electrostatic discharge
from damaging your hardware. If you do not have a wrist strap, touch a metal surface of the
system before installing or replacing hardware.

Note: Follow the same precautions that you would use if you were not using the wrist strap. A
wrist strap is for static control. It will not increase or decrease your risk of receiving electric
shock when using or working on electrical equipment.

. Remove the front cover. For instructions, see Remove the model ESCALA PL 450T/R front cover.
. Remove the media-device enclosure. For instructions, see Remove the ESCALA PL 450T/R

media-device enclosure.

Note: If there is a cable from the media-device enclosure to the control panel, unplug the cable as
you remove the control panel from the media-device enclosure.

. Pull the VPD card free by pushing the plastic tab behind the VPD card towards the back of the

machine.

. To insert a VPD card, reverse the steps in this procedure.

. If you replaced the VPD card as part of another procedure, return to that procedure now.

. Connect the line cords to each power supply.

. Use ASMI to set the system identifiers. This can be done by using a Hardware Management Console

(HMC) or PC to access the ASMI. Refer to Accessing the Advanced System Management Interface
for information about setting up the ASMI, and Managing your server using the Advanced System
Management Interface for information about using the ASMI. Update the system configuration
settings. For further information, see Programming vital product data.

If the customer had Power On Demand activation codes, obtain new activation codes from your next
level of support and enter the new codes. For more information, see Working with Power On Demand.
If the customer had Virtualization Engine Technologies activation codes, obtain new activation codes
from your next level of support and enter the new codes. For more information, see Entering the
activation code for Virtualization Engine technologies.

Power on the system. To review the power on procedure, go to Powering on and powering off.

If you replaced the VPD card because it was not operational, verify that the new resource is
functional. See Verifying the repair. This ends the procedure.

Parent topic: Removing and replacing parts in the model ESCALA PL 450T/R, PL 450T/R+ or PL 850T/R-L+

Locations model ESCALA PL 1650R-L+ and ESCALA PL 850R/PL
1650R/R+

Mapping physical location codes

Note: The known logical location codes for this unit are listed next to the corresponding physical location in
the following information. If you are working with a logical location code for this unit and it is not listed in the
following information, contact your next level of support.

Use the following illustrations to help you map a location code to a position on the server.
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Figure 1. Front view of the system unit

® P
o1 A1 A2 AMI Pa-D1

. AM2 P4-D2
® & Fower
® Attidantily

P2-C1-T1 P2-C2T1
P2-C3
P2-C4
P2-C5

P3-01| P3D3| P05

P302 P304 P3DE
IPHAHSOS 1

Figure 2. Back view of the system unit
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Figure 3. Memory module locations on the processor card (Un-P2-Cx)
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Use the following illustration to map a node location when you are working with a multiple node installation. All
of the nodes have the same location codes inside the system unit; only the serial number is different
(Utttt. mmm.sssssss-).
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Figure 4. Multiple node locations with SMP processor cable shown
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Use the following illustration to help you identify parts of the control panel.

Figure 51.]A ngw of the1 front og the control panel.
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Number Name Description

1 Display Displays current status of system startup, or diagnostic
information in the event of a hardware problem.

2 Front o/p Port uses RJ-45 connector. Use to plug in external
devices at the front of the system unit.

3 Increment up Scrolls the information in the display up.

4 Enter Enter

5 Increment down Scrolls the information in the display down.

8 System reset button Resets the system

9 Power LED Blinking - When connected to the power source (System
is in standby mode). Solid - When power button has been
pressed.

Note: There is approximately a 30-second transition
period from the time the power-on button is pressed to
when the power LED goes from blinking to on solid.
During the transition period, you may observe the
blinking intervals speed up.
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10 Power-on button Turns the system power on and off.
11 Service processor reset Service Personnel Use

switch (pinhole)
12 Serial number label Displays the system serial number

The following table contains location codes for the parts that make up the server.

Attention: After replacing any part on a server or expansion unit, perform Verifying the repair.

Table 1. Physical

location codes

Problem determination procedures

Failing item Symbolic Physical Identify | Link to part number |Failing item
name failing item location code LED removal and
name replacement
procedures
System unit Un NA NA
Fans
Fan 1 Un-At Yes Part assembly Fan
diagrams
Fan 2 Un-A2 Yes Part assembly Fan
diagrams
Power supplies
Power supply 1 |[PWRSPLY Un-E1 Yes Power parts Power supply
Power supply 2 |[PWRSPLY Un-E2 Yes Power parts Power supply
Backplanes
Input/output CLCKMOD Un-P1 Yes 28DA I/O backplane
backplane with |FRPORT
embedded: HSL LNK
IOBRDG
* RIO I0_HUB
Hub/HSLMA_BRDG
NIC MABRCFG
¢ RIO/HSUMASBUSP
link PCISYS
¢ Ethernet|PRI_PCI
controllefPIOCARD
* USB SI_PHB
controllerSIIOADP
(AlX or |SICNTRL
Linux |SYSBKPL
only) SPBUS
¢ IDE STORIOA
bridge |TOPORT
(AIX or
Linux
only)
e SCSI
controllers
(2)
e Logic
oscillator
SCSI controller Un-P1-T12
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1 bus0
SCSI controller Un-P1-T13
1 bus 1
SCSI controller Un-P1-T14
2 busO
IDE controller Un-P1-T15
Passthru card Un-P1 25F8 I/0O backplane
I/O backplane |NODEPL Un-P1 Yes 28DA System backplane
assembly
Disk drive Un-P3 Yes 28DB Disk drive enclosure
backplane
SCSI/IDE card Un-P3-CH 180A SCSI-IDE converter
card
Media drive Un-P4 Yes 28DC Media device
backplane enclosure
Ports
system port 2 Un-P1-T1 NA
(back of system
unit)
system port 1 Un-P1-T2 NA
(back of system
unit)
S1 system port Un-P1-T2 NA
(front of control
panel)
Rack indicator Un-P1-T3 NA
connector
Integrated Un-P1-T4 NA
2-port USB port
1 (AIX or Linux
only)
Integrated Un-P1-T5 NA
2-port USB port
2 (AIX or Linux
only)
Integrated dual Un-P1-T6 NA
1 GB Ethernet
controller-port 1
Integrated dual Un-P1-T7 NA
1 GB Ethernet
controller-port 2
RIO/HSL left HSL_LNK Un-P1-T8 Yes External cables RIO/HSL cables
connector HSL2 (concurrent)
HSL2 xx
HSLH
HSLH xx
RIO/HSL right  |HSL_LNK Un-P1-T9 Yes External cables RIO/HSL cables
connector HSL2 (concurrent)
HSL2 xx
HSLH
HSLH xx
System cable Un-P1-T10 NA
connector
Processor and processor regulator
Processor card |MEMCTLR Un-P2-C1 Yes Processor parts System processor
1 ANYPROC
Processor card |MEMCTLR Un-P2-C2 Yes Processor parts System processor
2 ANYPROC
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SMP processor Un-P2-C1-TH1 Model ESCALA PL  |SMP processor
cable and 1650R-L+ and cable
Un-P2-C2-T1 ESCALA PL 850R/PL
1650R/R+ cables
Temperature Un-P2-C1 and Processor parts System processor
sensor Un-P2-C2
Voltage Un-P2-C3 Yes Power parts Voltage regulator
regulator 1 card assembly
Voltage Un-P2-C4 Yes Power parts Voltage regulator
regulator 2 card assembly
Voltage Un-P2-C5 Yes Power parts Voltage regulator
regulator 3 card assembly
VPD card Un-P1-T10 VPD parts VPD card
Service processor
Service SVCPROC Un-P1-C8 Yes 28EA Service processor
processor card assembly
Service 12CBUS Un-P1-T10 Model ESCALA PL  |Service processor
processor cable 1650R-L+ and cable
ESCALA PL 850R/PL
1650R/R+ cables
Time-of-day Un-P1-C8 28EA Service processor
(TOD) assembly
Time-of-day TOD_BAT Un-P1-C8-E1 Power parts Service processor
Battery time-of-day battery
HMC 1 Un-P1-C8-T1 NA
connector
HMC 2 Un-P1-C8-T2 NA
connector
SPCN 0 Un-P1-C8-T3 NA
connector
SPCN 1 Un-P1-C8-T4 NA
connector
Adapters
PCl adapter in  |PIOCARD Un-P1-C1 Yes System parts PCIl adapter
slot 1 MASBUS
SLOTERR
PCl adapter in  |PIOCARD Un-P1-C2 Yes System parts PCI adapter
slot 2 MASBUS
SLOTERR
PCl adapter in  |PIOCARD Un-P1-C3 Yes System parts PCI adapter
slot 3 MASBUS
SLOTERR
PCl adapter in  |PIOCARD Un-P1-C4 Yes System parts PCI adapter
slot 4 MASBUS
SLOTERR
PCl adapter in  |PIOCARD Un-P1-C5 Yes System parts PCIl adapter
slot 5 MASBUS
SLOTERR
PCl adapter in  |PIOCARD Un-P1-C6 Yes System parts PCI adapter
slot 6 MASBUS
SLOTERR
RIO/HSL SI_CARD Un-P1-C7 Yes System parts RIO/HSL
adapter/ SICNTRL adapter/InfiniBand
InfiniBand HCA host channel
host channel adapter
adapter
ink
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RIO/HSL HSL LNK Un-P1-C7-T1 Yes External cables RIO/HSL cables
adapter HSL2 (concurrent)
connector HSL2 xx
HSLH
HSLH_xx
RIO/HSL HSL LNK Un-P1-C7-T2 Yes External cables RIO/HSL cables
adapter HSL2 (concurrent)
connector HSL2 xx
HSLH
HSLH_xx
Dual channel Un-P1-C9 5709 RAID enablement
SCSI RAID card
enablement
card
PCI bridge set 1 |BRDGSET Un-P1 28DA I/O backplane
BRDGSTH1
PCI bridge set 2 |BRDGSET un-P1 Replace the 1/0
BRDGST2 Un-P1-C1 backplane and cards
Un-P1-C2 using the removal
and replacement
procedures
corresponding to the
locations indicated.
PCI bridge set 3 |BRDGSET Un-P1 Replace the 1/0
BRDGST3 Un-P1-C3 backplane and cards
Un-P1-C4 using the removal
Un-P1-C5 and replacement
Un-P1-C6 procedures
corresponding to the
locations indicated.
Memory modules
Memory module |MEMDIMM Un-P2-C1-C1 Yes Memory parts Memory module
1
Memory module |MEMDIMM Un-P2-C1-C2 |Yes Memory parts Memory module
2
Memory module |MEMDIMM Un-P2-C1-C3  |Yes Memory parts Memory module
3
Memory module [MEMDIMM Un-P2-C1-C4  |Yes Memory parts Memory module
4
Memory module |MEMDIMM Un-P2-C1-C5 |Yes Memory parts Memory module
5
Memory module [MEMDIMM Un-P2-C1-C6  |Yes Memory parts Memory module
6
Memory module [MEMDIMM Un-P2-C1-C7  |Yes Memory parts Memory module
7
Memory module |MEMDIMM Un-P2-C1-C8 |Yes Memory parts Memory module
8
Memory module |MEMDIMM Un-P2-C2-C1 Yes Memory parts Memory module
1
Memory module |MEMDIMM Un-P2-C2-C2 |Yes Memory parts Memory module
2
Memory module [MEMDIMM Un-P2-C2-C3  |Yes Memory parts Memory module
3
Memory module |MEMDIMM Un-P2-C2-C4 |Yes Memory parts Memory module
4
Memory module [MEMDIMM Un-P2-C2-C5 |Yes Memory parts Memory module
5
Memory module |MEMDIMM Un-P2-C2-C6 |Yes Memory parts Memory module

6
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Memory module [MEMDIMM Un-P2-C2-C7 |Yes Memory parts Memory module
7
Memory module |MEMDIMM Un-P2-C2-C8 |Yes Memory parts Memory module
8

Note: First quad of memory modules is plugged into memory module slots P2-Cx-C1, P2-Cx-C3,
P2-Cx-C6, and P2-Cx-C8. Second quad of memory modules is plugged into memory module slots
P2-Cx-C2, P2-Cx-C4, P2-Cx-C5, and P2-Cx-C7.

Control panel

Control panel Un -D1 291D Control panel
(bottom media

bay)

Server firmware

Server firmware un-Y1

Input/output adapter (I0OA) assignment rules for

The following table provides information necessary to identify the input/output processor (IOP) to which I0As
are assigned. The left column indicates the bridge set in which IOA assignment is allowed. Use the right
column to determine the IOP to which an IOA is assigned. The first position in the list must be an IOP. The
remaining positions might be IOPs or IOAs. IOAs are assigned to the first IOP located to their left in the list.
Although IOAs can be manually reassigned using system service tools (SST)/dedicated service tools (DST),
the IOA assignments return to the default order after each initial program load (IPL).

Multi-adapter bridge domain / Peripheral IOA assignment rules

Component Interconnect (PCI) bridge set

Adapters embedded in -P1 planar (no IOP) Embedded SCSI, embedded Ethernet
C1-C2 Embedded SCSI, C2

C3-C6 C4, C5,C6

Parent topic: Finding part locations

Part assembly diagrams for model ESCALA PL 1650R-L+ and ESCALA
PL 850R/PL 1650R/R+

This content covers the ESCALA PL 1650R-L+, 9406-570, and ESCALA PL 850R/PL 1650R/R+ models.

Front cover assembly for model ESCALA PL 1650R-L+ and ESCALA PL 850R/PL 1650R/R+

Problem determination procedures 133



Service provider information

- IPHAUSS3C

Table 1. Front cover assembly part numbers for model ESCALA PL 1650R-L+ and ESCALA PL 850R/PL
1650R/R+

Index Part number Units Description
number
1 39J1736 1 Front cover assembly
2 97P4698 1 Bracket, front cover mounting
3 04N6587 2 Screw

Final assembly (front) 1for model ESCALA PL 1650R-L+ and ESCALA PL 850R/PL 1650R/R+

IPHAI5s1+

Table 2. Final assembly (front) part numbers for model ESCALA PL 1650R-L+ and ESCALA PL 850R/PL
1650R/R+

Index Part number Units Description
number

1 39J0859 2 Fan assembly

2 See Backplane 1 Removable media enclosure assembly (includes the
parts media backplane)

3 See Removable 2 Removable media assembly
media device
parts

3 97P9137 AR Removable media filler assembly

4 See Control 1 Control panel assembly
panel parts
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71P8467 1 Power button shield
5 See Power 3 Voltage regulator assembly
parts

IPHAL s82C

Table 3. Final assembly (front) part numbers for model ESCALA PL 1650R-L+ and ESCALA PL 850R/PL
1650R/R+, continued

Index Part number Units Description
number
6 03N4811 1 SCSI-IDE converter card assembly
7 See Backplane 1 Disk drive backplane
parts
8 See Disk unit AR Disk drive assembly
parts
97P4179 AR Disk drive filler assembly
9 See Backplane 1 System processor backplane
parts
10 See Processor 2 System processor assembly
parts
See Memory AR Memory DIMM
parts

Final assembly (back) for model ESCALA PL 1650R-L+ and ESCALA PL 850R/PL 1650R/R+
|, 7

IPHALS50-0
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Table 4. Final assembly (back) part numbers for model ESCALA PL 1650R-L+ and ESCALA PL 850R/PL
1650R/R+

Index Part number Units Description
number

1 See Backplane 1 I/O backplane assembly
parts

2 See Processor 1 Service processor assembly
parts

2 97P5044 AR Service processor filler card

3 See Power 2 Power supply assembly
parts

4 See Bus parts AR RIO card assembly

5 21P8331 AR PCI adapter assembly
97P4918 AR Short PCI adapter assembly (Un-P1-C6 only)

6 See VPD parts 1 VPD card
97P6687 AR VPD card filler

7 See Storage 1 RAID enablement card assembly
parts

IPHAUS540

Table 5. ESCALA PL 850R/PL 1650R/R+ plastic shield.

Index Part number Units Description
number
1 97P6896 1 Plastic shield

Parent topic: Part assembly diagrams

Exchanging the I/0O backplane in the model ESCALA PL 1650R-L+ and
ESCALA PL 850R/PL 1650R/R+

To remove the I/O backplane from the model ESCALA PL 1650R-L+ and ESCALA PL 850R/PL 1650R/R+,
perform the following procedure.

Attention: Before continuing with this procedure, check the SMP processor cable connections and the
service processor cable connections. Reference codes, which can be caused by an SMP processor cable or a
service processor cable connection, might instruct you to unnecessarily replace the 1/0 backplane or the
service processor card. Before replacing an 1/0 backplane or a service processor card, check the SMP
processor cable and the service processor cable connections (if the cables are installed) by using the
following procedure:
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1. If the server is started, stop all the system units that are connected by SMP processor cables and
service processor cables.
2. Check each connection by removing the cable connectors from the server and checking for any
damage to the connectors or cables.
3. Reconnect the SMP processor cables and service processor cables. Ensure that each connector is
fully seated and secured into position.
4. Verify the server operation. If the problem is not corrected, continue with this procedure.
a. Power off the system (see Powering on and powering off).
b. Disconnect the plugs to each power supply.
c. Perform the following from the back of the system: 7
i. Remove and label all cables from the back of the system.
ii. Remove the PCI adapter cards and empty cassettes from slots 1 through 6 (see
model ESCALA PL 850R/PL 1650R/R+ PCI adapters and cassettes).
iii. Remove the model ESCALA PL 850R/PL 1650R/R+ power supplies.
iv. Remove the RIO card if it is installed in position -C7 (see RIO card).

Note: When completing the next step, you only need to remove the service processor
assembly temporarily. Therefore you do not need to record the service processor
settings or remove the time-of-day battery. If you remove the time-of-day battery
some of the service processor settings might be lost.

v. Remove the model ESCALA PL 850R/PL 1650R/R+ service processor assembly and
time-of-day battery.
Remove the VPD card (see Exchanging the VPD card in the model ESCALA PL
1650R-L+ and ESCALA PL 850R/PL 1650R/R+).
5. Remove the model ESCALA PL 850R/PL 1650R/R+ front cover.
6. Perform the following from the front of the system:
. Remove the model ESCALA PL 850R/PL 1650R/R+ control panel.
. Remove the fans (see Remove the model ESCALA PL 850R/PL 1650R/R+ system unit fan).
. Remove the model ESCALA PL 850R/PL 1650R/R+ media-device enclosure.
. Remove the model ESCALA PL 850R/PL 1650R/R+ disk drive enclosure.
. Remove the voltage regulator card assembly (see model ESCALA PL 850R/PL 1650R/R+
voltage regulator assembly).
f. Remove the model ESCALA PL 850R/PL 1650R/R+ system processor assembly.
7. Loosen the Ih\umbscrews (A) at the front of the backplane.

N B

VI.

OO OT®

A
IPHEBE11-0

8. Slide the backplane from the enclosure.
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IPHBBS13-0

9. To install the new I/O backplane, reverse this procedure.

Note: After installing the backplane securely tighten both thumbscrews. Step 10 must be completed
before attempting to power on or IPL the system. If step 10 is not completed before attempting to
power on or IPL the system, bus renumbering may occur.

10. Perform the following to set the configuration ID and MTMS values:

a.

C.

Use the Hardware Management Console (HMC) or PC Web browser to access the ASMI (see
Accessing the Advanced System Management Interface).

Note: The machine type-model-serial (MTMS) value must be set to match the original value
found on a label affixed to the side of the enclosure. It cannot be left with the new serial
number of the newly replaced I/O backplane, if it is the customer's LPAR I/O assignments will
be incorrect. Updating the MTMS value keeps the configuration and error information in sync,
and is used by the system when creating the location codes. This must be done using the
ASMI, not with the control panel. Refer to Managing the Advanced System Management
Interface (ASMI) for information on setting up the ASMI, and Managing your server using the
Advanced System Management Interface for information on using the ASMI, for information
on using the ASMI, including updating the system configuration settings.

. To update the processing unit power control network ID, follow the instructions in Changing

processing unit power control network identifier. Change the identifier to one of the following:
¢ B2 for a single enclosure system
¢ B3 for a multiple enclosure system

To change the system enclosure type, follow the instructions in Setting the system enclosure

type.

11. Reactivate any Power On Demand devices using the ASMI. Refer to Using on-demand utilities.This
ends the procedure.

Parent topic: Removing and replacing parts in the model ESCALA PL 1650R-L+, 9406-570, and ESCALA PL
850R/PL 1650R/R+

Exchanging the VPD card in the model ESCALA PL 1650R-L+ and
ESCALA PL 850R/PL 1650R/R+

Attention: The VPD card contains data which is vital to system operation:

e Machine type, model, and serial number

e System brand

¢ System unique ID (SUID)

¢ Activation codes for Power On Demand and Virtualization Engine Technologies (if applicable)

If the VPD card is replaced, this data must be programmed into the replacement VPD card. If the system is
still functional prior to the replacement of the VPD card, view and record the System unique ID (SUID).
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New, replacement activation codes for Power On Demand and Virtualization Engine Technologies will have to
be generated. The original activation codes for the system cannot be reused. Contact your next level of
support for new activation codes.

To exchange the VPD card in the model ESCALA PL 1650R-L+ and ESCALA PL 850R/PL 1650R/R+,
perform the following procedure:

Figure 1. Exchanging the VPD card in the model ESCALA PL 1650R-L+ and ESCALA PL 850R/PL 1650R/R+

1. If you are removing the VPD card as part of another procedure, continue to the next step. If you are
removing the VPD card because it is not operational, verify that it is the failing part. See Identify a
failing part.

2. If the system is still functional and you are replacing the VPD card with a new VPD card, view and
record the System unique ID (SUID). This can be done by using a Hardware Management Console
(HMC) or PC to access the ASMI. Refer to Accessing the Advanced System Management Interface
for information about setting up the ASMI, and Managing your server using the Advanced System
Management Interface for information about using the ASMI. For further information, see Viewing vital
product data.

. Power off the system. To review the power off procedure, go to Powering on and powering off.

. Disconnect the line cords to each power supply.

. Pull out the VPD card by the blue handle.

. To install a VPD card, reverse this procedure. Insert the VPD card with the key oriented to the right as
shown and push until fully seated.

. If you replaced the VPD card as part of another procedure, return to that procedure now.

. Connect the line cords to each power supply.

. Use ASMI to set the system brand and system identifiers. This can be done by using a Hardware
Management Console (HMC) or PC to access the ASMI. Refer to Accessing the Advanced System
Management Interface for information about setting up the ASMI, and Managing your server using the
Advanced System Management Interface for information about using the ASMI. Update the system
configuration settings. For further information, see Programming vital product data.

10. If the customer had Power On Demand activation codes, obtain new activation codes from your next

level of support and enter the new codes. For more information, see Working with Power On Demand.

11. If the customer had Virtualization Engine Technologies activation codes, obtain new activation codes

from your next level of support and enter the new codes. For more information, see Entering the
activation code for Virtualization Engine technologies.

12. Power on the system. To review the power on procedure, go to Powering on and powering off.

13. If you replaced the VPD card because it was not operational, verify that the new resource is

functional. See Verifying the repair. This ends the procedure.

OO~ W

O 00

Parent topic: Removing and replacing parts in the model ESCALA PL 1650R-L+, 9406-570, and ESCALA PL
850R/PL 1650R/R+
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Exchanging the RAID enablement card in the model ESCALA PL
1650R-L+ and ESCALA PL 850R/PL 1650R/R+

To remove the RAID enablement card, perform the following procedure.

1. Remove the I/O backplane (see Exchanging the I/O backplane in the model ESCALA PL 1650R-L+
and ESCALA PL 850R/PL 1650R/R+).

. Place the 1/0 backplane on a flat surface.

. Unlock the restraining pins (A) located at the top of the RAID enablement card bracket (B).

. Lift the RAID enablement card and bracket from the enclosure.

. To replace the RAID enablement card, reverse the steps in this removal procedure. This ends the
procedure.

aArwWN

IPHAKS15-1

Parent topic: Removing and replacing parts in the model ESCALA PL 1650R-L+, 9406-570, and ESCALA PL
850R/PL 1650R/R+

Locations model 5/75

Note: The known logical location codes for this unit are listed next to the corresponding physical location in
the following information. If you are working with a logical location code for this unit and it is not listed in the
following information, contact your next level of support.

The following diagrams show field replaceable unit (FRU) layout in the system. Use these diagrams with the
following tables. To find bulk power assembly (BPA) location information for the 57/92 rack, see Locations
model ESCALA PL 3250R, PL 3250R+, ESCALA PL 6450 or PL 6450R+.

Figure 1. Bulk power assembly (BPA)
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Figure 4. Bulk power controller (BPC)
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Figure 6. Back view of the s%stem with four PCl adapters installed
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Figure 7. Back view of the system with two PCI adapters and two GX adapters installed
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The following table provides location codes for parts that make up the server.
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\\ P2-C66-T2
P2-Ce8-T1

IPHAUSE41

Attention: After replacing any part on a server or expansion unit, perform Verifying the repair.

Table 1. Bulk power assembly (BPA) FRU locations and failing components

Failing item
name

Symbolic
FRU name

Physical location

code

Link to part number

Failing item removal
and replacement
procedures

System unit
bulk power
assembly
(BPA)

Un

Bulk power jumper (BPJ)

Bulk power
jumper (BPJ)
1A (front)

Un-P1-C1

Power parts

Removing and replacing
parts in the model 5/75

Bulk power
jumper (BPJ)
1A connector
JOO

Un-P1-C1-T1

Bulk power
jumper (BPJ)
1B (back)

Un-P2-C1

Power parts

Removing and replacing
parts in the model 5/75

Bulk power
jumper (BPJ)
1B connector
J0O

Un-P2-C1-TH1
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Bulk power hub (BPH) Where:

e Bulk power hub (BPH) A (front) is Un-P1-C2
¢ Bulk power hub (BPH) B (back) is Un-P2-C2

Bulk power
hub (BPH) x

Un-Px-C2

Power parts

Removing and replacing
parts in the model 5/75

Bulk power
hub (BPH) x
connector JOO

Un-Px-C2-T1

Bulk power
hub (BPH) x
connector JO1

Un-Px-C2-T2

Bulk power
hub (BPH) x
connector J02

Un-Px-C2-T3

Bulk power
hub (BPH) x
connector JO3

Un-Px-C2-T4

Bulk power
hub (BPH) x
connector JO4

Un-Px-C2-T5

Bulk power
hub (BPH) x
connector JO5

Un-Px-C2-T6

Bulk power
hub (BPH) x
connector JO6

Un-Px-C2-T7

Bulk power
hub (BPH) x
connector JO7

Un-Px-C2-T8

Bulk power
hub (BPH) x
connector JO8

Un-Px-C2-T9

Bulk power
hub (BPH) x
connector JO9

Un-Px-C2-T10

Bulk power
hub (BPH) x
connector J10

Un-Px-C2-T11

Bulk power
hub (BPH) x
connector J11

Un-Px-C2-T12

Bulk power
hub (BPH) x
connector J12

Un-Px-C2-T13

Bulk power
hub (BPH) x
connector J13

Un-Px-C2-T14

Bulk power
hub (BPH) x
connector J14

Un-Px-C2-T15

Bulk power
hub (BPH) x
connector J15

Un-Px-C2-T16

Bulk power
hub (BPH) x
connector J16

Un-Px-C2-T17

Bulk power distribution (BPD) Where:
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¢ Bulk power distribution (BPD) 1A (front) is Un-P1-C3
B

e Bulk power distribution (BPD) 1

(back) is Un-P2-C3

Bulk power
distribution
(BPD) x

Un-Px-C3

Power parts

Removing and replacing
parts in the model 5/75

Bulk power
distribution
(BPD) x
connector JOO

Un-Px-Cx-T1

Bulk power
distribution
(BPD) x
connector JO1

Un-Px-Cx-T2

Bulk power
distribution
(BPD) x
connector J02

Un-Px-Cx-T3

Bulk power
distribution
(BPD) x
connector JO3

Un-Px-Cx-T4

Bulk power
distribution
(BPD) x
connector J04

Un-Px-Cx-T5

Bulk power
distribution
(BPD) x
connector JO5

Un-Px-Cx-T6

Bulk power
distribution
(BPD) n
connector JO6

Un-Px-Cx-T7

Bulk power
distribution
(BPD) x
connector JO7

Un-Px-Cx-T8

Bulk power
distribution
(BPD) x
connector J08

Un-Px-Cx-T9

Bulk power
distribution
(BPD) x
connector J09

Un-Px-Cx-T10

Bulk power controller (BPC) Where:

¢ Bulk power controller (BPC) A (front) is Un-P1-C4
¢ Bulk power controller (BPC) B (back) is Un-P2-C4

Bulk power
controller
(BPC) x

Un-Px-C4

Power parts

Removing and replacing
parts in the model 5/75

Bulk power
controller
(BPC) x
connector
JOOA

Un-Px-C4-T1

Removing and replacing
parts in the model 5/75

Bulk power
controller
(BPC) x
connector
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Bulk power
controller
(BPC) x
connector
J0oC

Un-Px-C4-T3

Bulk power
controller
(BPC) x
connector
JOooD

Un-Px-C4-T4

Bulk power
controller
(BPC) x
connector JO1

Un-Px-C4-T5

Bulk power
controller
(BPC) x
connector J02

Un-Px-C4-T6

Bulk power
controller
(BPC) x
connector JO3

Un-Px-C4-T7

Bulk power
controller
(BPC) x
connector JO4

Un-Px-C4-T8

Bulk power
controller
(BPC) x
connector JO5

Un-Px-C4-T9

Bulk power
controller
(BPC) x
connector JO6

Un-Px-C4-T10

Bulk power
controller
(BPC) x
connector JO7

Un-Px-C4-T11

Bulk power
controller
(BPC) x
connector JO8

Un-Px-C4-T12

Bulk power
controller
(BPC) x
connector J09

Un-Px-C4-T13

Bulk power reg

ulator (BPR)

Bulk power
regulator
(BPR) 3A
(front)

Un-P1-E1

Power parts

Removing and replacing
parts in the model 5/75

Bulk power
regulator
(BPR) 3A
connector JOO

Un-P1-E1-T1

Bulk power
regulator
(BPR) 2A

(front)

Un-P1-E2

Power parts

Removing and replacing
parts in the model 5/75
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Bulk power Un-P1-E2-T1
regulator
(BPR) 2A
connector JOO

Bulk power Un-P1-E3 Power parts Removing and replacing
regulator parts in the model 5/75
(BPR) 1A
(front)

Bulk power Un-P1-E3-T1
regulator
(BPR) 1A
connector JOO

Bulk power Un-P2-E1 Power parts Removing and replacing
regulator parts in the model 5/75
(BPR) 3B
(back)

Bulk power Un-P2-E1-T1
regulator
(BPR) 3B
connector JOO

Bulk power Un-P2-E2 Power parts Removing and replacing
regulator parts in the model 5/75
(BPR) 2B
(back)

Bulk power Un-P2-E2-T1
regulator
(BPR) 2B
connector JOO

Bulk power Un-P2-E3 Power parts Removing and replacing
regulator parts in the model 5/75
(BPR) 1B
(back)

Bulk power Un-P2-E3-T1
regulator
(BPR) 1B
connector JOO

Fans

Bulk power Un-A1 Power parts Removing and replacing
fan (BPF) A parts in the model 5/75
(front)

Bulk power Un-A2 Power parts Removing and replacing
fan (BPF) B parts in the model 5/75
(back)

Emergency power off (EPO)

Emergency Un-D1 Power parts Removing and replacing
power off parts in the model 5/75
(EPO)

Emergency Un-D1-TH1
power off
(EPO)
connector JOO
Emergency Un-D1-T2
power off
(EPO) JO1

Table 2. Processor subsystem assembly FRU locations and failing components

Physical location
code

Identify
LED

Link to part
number

Failing item removal
and replacement

Failing item
name

Symbolic
failing item
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name procedures
System unit Un
Fan

Fan Un-A1 Yes Power parts Removing and replacing
parts in the model 5/75

Fan connector Un-A1-T1
1

Fan connector Un-A1-T2
2

Power supply

Power supply Un-E1 Yes Power parts Removing and replacing
parts in the model 5/75

Power supply Un-E1-T1
connector 1

Power supply Un-E1-T2
connector 2

Backplane

System CLCKMOD |Un-P1 Yes 28F0 Removing and replacing

backplane HSL_LNK parts in the model 5/75

IO_HUB

* SPCN|IOBRDG

e Multi-addpteBRDG
bridge [MABRCFG
(all) |MASBUS

¢ ServicegNODEPL
procesgeiOCARD

e RIO [PRI_PCI
Hub/H&: CARD
NIC |SI PHB

e RIO |SIIOADP
I/O SVCPROC
Bridge|SYSBKPL

e RIO |[TWRCARD
link |HCA

e Ethernget
controller

e SCSI
controller

e Logic
oscillator

¢ InfiniBand
Host
Channel
Adapter

Time-of-day |TOD_BAT |Un-P1-E1 Power parts Removing and replacing
battery parts in the model 5/75

Processor ANYPROC |Un-P2 Yes Removing and replacing

backplane MEMBRD parts in the model 5/75
MEMCTLR

e System
processor

System backplane ports

Ethernet Port Un-P1-T1
1 (top left)
Ethernet Port Un-P1-T2
2 (bottom left)
Ethernet Port Un-P1-T3
3 (top middle)

Ethernet Port Un-P1-T4
4 (bottom
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middle)
HMC 1 (top Un-P1-T5 Yes
right)
HMC 2 Un-P1-T6 Yes
(bottom right)
RIO Un-P1-T7 Yes RIO cables concurrent
connector (left
connector)
RIO Un-P1-T8 Yes RIO cables concurrent
connector
(right
connector)
Adapters
PCI adapter in|PIOCARD |Un-P1-C1 Yes System parts PCI adapter
slot 1 MASBUS
SLOTERR
PCI adapter in|PIOCARD |Un-P1-C2 Yes System parts PCI adapter
slot 2 MASBUS
SLOTERR
Note:
Un-P1-C2 and
Un-P2-C65
cannot be in
the system at
the same
time.
VPD card CAPACTY |Un-P1-C3 Yes System parts Removing and replacing
PIOCARD parts in the model 5/75
MASBUS
SLOTERR
PCI adapter in|[PIOCARD |Un-P1-C4 Yes System parts PCI adapter
slot 4 MASBUS
SLOTERR
PCI adapter in|[PIOCARD |Un-P1-C5 Yes System parts PCIl adapter
slot 5 MASBUS
SLOTERR
Note:
Un-P1-C5 and
Un-P2-C66
cannot be in
the system at
the same
time.
PCI bridge set  BRDGSET Replace the system
1 BRDGSTH1 backplane and cards
using the removal and
replacement procedures
corresponding to the
locations indicated.
PCI bridge set | BRDGSET Replace the system
2 BRDGST2 backplane and cards

Problem determination procedures
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locations indicated.
GX adapter Un-P2-C65 Yes Removing and replacing
parts in the model 5/75
Note:
Un-P1-C2 and
Un-P2-C65
cannot be in
the system at
the same
time.
GX adapter Un-P2-C65-T1 Yes
connector port
1 (left)
GX adapter Un-P2-C65-T2 Yes
connector port
0 (right)
GX adapter Un-P2-C66 Yes Removing and replacing
parts in the model 5/75
Note:
Un-P1-C5 and
Un-P2-C66
cannot be in
the system at
the same
time.
GX adapter Un-P2-C66-T1 Yes
connector port
1 (left)
GX adapter Un-P2-C66-T2 Yes
connector port
0 (right)
Memory modules
Memory MEMDIMM [Un-P2-C1 Yes Memory parts Removing and replacing
module 1 parts in the model 5/75
Memory MEMDIMM (Un-P2-C2 Yes Memory parts Removing and replacing
module 2 parts in the model 5/75
Memory MEMDIMM (Un-P2-C3 Yes Memory parts Removing and replacing
module 3 parts in the model 5/75
Memory MEMDIMM [Un-P2-C4 Yes Memory parts Removing and replacing
module 4 parts in the model 5/75
Memory MEMDIMM [Un-P2-C5 Yes Memory parts Removing and replacing
module 5 parts in the model 5/75
Memory MEMDIMM [Un-P2-C6 Yes Memory parts Removing and replacing
module 6 parts in the model 5/75
Memory MEMDIMM [Un-P2-C7 Yes Memory parts Removing and replacing
module 7 parts in the model 5/75
Memory MEMDIMM [Un-P2-C8 Yes Memory parts Removing and replacing
module 8 parts in the model 5/75
Memory MEMDIMM [Un-P2-C9 Yes Memory parts Removing and replacing
module 9 parts in the model 5/75
Memory MEMDIMM [Un-P2-C10 Yes Memory parts Removing and replacing
module 10 parts in the model 5/75
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Memory MEMDIMM [Un-P2-C11 Yes Memory parts Removing and replacing
module 11 parts in the model 5/75
Memory MEMDIMM [Un-P2-C12 Yes Memory parts Removing and replacing
module 12 parts in the model 5/75
Memory MEMDIMM [Un-P2-C13 Yes Memory parts Removing and replacing
module 13 parts in the model 5/75
Memory MEMDIMM |Un-P2-C14 Yes Memory parts Removing and replacing
module 14 parts in the model 5/75
Memory MEMDIMM |Un-P2-C15 Yes Memory parts Removing and replacing
module 15 parts in the model 5/75
Memory MEMDIMM |Un-P2-C16 Yes Memory parts Removing and replacing
module 16 parts in the model 5/75
Memory MEMDIMM |Un-P2-C17 Yes Memory parts Removing and replacing
module 17 parts in the model 5/75
Memory MEMDIMM |Un-P2-C18 Yes Memory parts Removing and replacing
module 18 parts in the model 5/75
Memory MEMDIMM |Un-P2-C19 Yes Memory parts Removing and replacing
module 19 parts in the model 5/75
Memory MEMDIMM |Un-P2-C20 Yes Memory parts Removing and replacing
module 20 parts in the model 5/75
Memory MEMDIMM |Un-P2-C21 Yes Memory parts Removing and replacing
module 21 parts in the model 5/75
Memory MEMDIMM |Un-P2-C22 Yes Memory parts Removing and replacing
module 22 parts in the model 5/75
Memory MEMDIMM |Un-P2-C23 Yes Memory parts Removing and replacing
module 23 parts in the model 5/75
Memory MEMDIMM |Un-P2-C24 Yes Memory parts Removing and replacing
module 24 parts in the model 5/75
Memory MEMDIMM |Un-P2-C25 Yes Memory parts Removing and replacing
module 25 parts in the model 5/75
Memory MEMDIMM |Un-P2-C26 Yes Memory parts Removing and replacing
module 26 parts in the model 5/75
Memory MEMDIMM |Un-P2-C27 Yes Memory parts Removing and replacing
module 27 parts in the model 5/75
Memory MEMDIMM |Un-P2-C28 Yes Memory parts Removing and replacing
module 28 parts in the model 5/75
Memory MEMDIMM |Un-P2-C29 Yes Memory parts Removing and replacing
module 29 parts in the model 5/75
Memory MEMDIMM |Un-P2-C30 Yes Memory parts Removing and replacing
module 30 parts in the model 5/75
Memory MEMDIMM [Un-P2-C31 Yes Memory parts Removing and replacing
module 31 parts in the model 5/75
Memory MEMDIMM |Un-P2-C32 Yes Memory parts Removing and replacing
module 32 parts in the model 5/75
Memory MEMDIMM |{Un-P2-C33 Yes Memory parts Removing and replacing
module 33 parts in the model 5/75
Memory MEMDIMM |Un-P2-C34 Yes Memory parts Removing and replacing
module 34 parts in the model 5/75
Memory MEMDIMM |Un-P2-C35 Yes Memory parts Removing and replacing
module 35 parts in the model 5/75
Memory MEMDIMM |Un-P2-C36 Yes Memory parts Removing and replacing
module 36 parts in the model 5/75
Memory MEMDIMM |Un-P2-C37 Yes Memory parts Removing and replacing
module 37 parts in the model 5/75
Memory MEMDIMM |Un-P2-C38 Yes Memory parts Removing and replacing
module 38 parts in the model 5/75
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Memory MEMDIMM |Un-P2-C39 Yes Memory parts Removing and replacing
module 39 parts in the model 5/75
Memory MEMDIMM |Un-P2-C40 Yes Memory parts Removing and replacing
module 40 parts in the model 5/75
Memory MEMDIMM [Un-P2-C41 Yes Memory parts Removing and replacing
module 41 parts in the model 5/75
Memory MEMDIMM [Un-P2-C42 Yes Memory parts Removing and replacing
module 42 parts in the model 5/75
Memory MEMDIMM [Un-P2-C43 Yes Memory parts Removing and replacing
module 43 parts in the model 5/75
Memory MEMDIMM [Un-P2-C44 Yes Memory parts Removing and replacing
module 44 parts in the model 5/75
Memory MEMDIMM |Un-P2-C45 Yes Memory parts Removing and replacing
module 45 parts in the model 5/75
Memory MEMDIMM [Un-P2-C46 Yes Memory parts Removing and replacing
module 46 parts in the model 5/75
Memory MEMDIMM |Un-P2-C47 Yes Memory parts Removing and replacing
module 47 parts in the model 5/75
Memory MEMDIMM |Un-P2-C48 Yes Memory parts Removing and replacing
module 48 parts in the model 5/75
Memory MEMDIMM [Un-P2-C49 Yes Memory parts Removing and replacing
module 49 parts in the model 5/75
Memory MEMDIMM |Un-P2-C50 Yes Memory parts Removing and replacing
module 50 parts in the model 5/75
Memory MEMDIMM [Un-P2-C51 Yes Memory parts Removing and replacing
module 51 parts in the model 5/75
Memory MEMDIMM |Un-P2-C52 Yes Memory parts Removing and replacing
module 52 parts in the model 5/75
Memory MEMDIMM |Un-P2-C53 Yes Memory parts Removing and replacing
module 53 parts in the model 5/75
Memory MEMDIMM |Un-P2-C54 Yes Memory parts Removing and replacing
module 54 parts in the model 5/75
Memory MEMDIMM |Un-P2-C55 Yes Memory parts Removing and replacing
module 55 parts in the model 5/75
Memory MEMDIMM |Un-P2-C56 Yes Memory parts Removing and replacing
module 56 parts in the model 5/75
Memory MEMDIMM |Un-P2-C57 Yes Memory parts Removing and replacing
module 57 parts in the model 5/75
Memory MEMDIMM |Un-P2-C58 Yes Memory parts Removing and replacing
module 58 parts in the model 5/75
Memory MEMDIMM |Un-P2-C59 Yes Memory parts Removing and replacing
module 59 parts in the model 5/75
Memory MEMDIMM |Un-P2-C60 Yes Memory parts Removing and replacing
module 60 parts in the model 5/75
Memory MEMDIMM [Un-P2-C61 Yes Memory parts Removing and replacing
module 61 parts in the model 5/75
Memory MEMDIMM |Un-P2-C62 Yes Memory parts Removing and replacing
module 62 parts in the model 5/75
Memory MEMDIMM [Un-P2-C63 Yes Memory parts Removing and replacing
module 63 parts in the model 5/75
Memory MEMDIMM |Un-P2-C64 Yes Memory parts Removing and replacing
module 64 parts in the model 5/75
Device locations
Disk drive 1 Un-P1-D1 Yes Disk unit parts Disk drive

(Un-P1-T9-L8-LO is

the logical location
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code)

Disk drive 2 Un-P1-D2 Yes Disk unit parts Disk drive
(Un-P1-T10-L8-LO is
the logical location
code)

Parent topic: Finding part locations

Locations model ESCALA PL 3250R, PL 3250R+, ESCALA PL 6450 or
PL 6450R+

Use this information to help you map a location code to a position on the server for the ESCALA PL 3250R,

ESCALA PL 6450R, 9406-595 models, and 5792 racks.

Note: The known logical location codes for this unit are listed next to the corresponding physical location in
the following information. If you are working with a logical location code for this unit and it is not listed in the
following information, contact your next level of support.

The following diagrams show field replaceable unit (FRU) layout in the system unit. Use them with the
following tables.

Note: Some units may have labels that designate location codes other that those shown in the following
illustrations and tables. If that is the case, use the location codes shown in the following illustrations and
tables.

Figure 1. Bulk power assembly (BPA
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Figure 2. Bulk power distribution (BPD)
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Use the following illustrations to help you map a location code to a position on the server. See Understanding
location codes for an explanation of Un. See Model ESCALA PL 3250R, PL 3250R+, ESCALA PL 6450 or PL
6450R+ cables for a listing of cables and plug locations.

Attention: After replacing any part on a server or expansion unit, perform Verifying the repair.

Table 1. Bulk power assembly (BPA) FRU locations and failing components

Failing item Symbolic |Physical location Link to part number Failing item removal
name FRU name code and replacement
procedures
System unit bulk Un
power assembly
(BPA)

Bulk power distribution (BPD) Where:

¢ Bulk power distribution (BPD
¢ Bulk power distribution (BPD

) front) is Un-P1-C1
)
¢ Bulk power distribution (BPD)
)
)

3A (front)
2A (front) is Un-P1-C2
1A (front) is Un-P1-C3
¢ Bulk power distribution (BPD) 3B (
2B (
1B (

(

E

( back) is Un-P2-C1
¢ Bulk power distribution (BPD

(

u

)
back) is Un-P2-C2
¢ Bulk power distribution (BPD) back) is Un-P2-C3

Bulk power n-Px-Cx Power parts Removing and replacing
distribution parts in the model
(BPD) x ESCALA PL 3250R, PL
3250R+, ESCALA PL
6450 or PL 6450R+

Bulk power Un-Px-Cx-T1
distribution
(BPD) x
connector JOO

Bulk power Un-Px-Cx-T2
distribution
(BPD) x
connector JO1

Bulk power Un-Px-Cx-T3
distribution
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Bulk power
distribution
(BPD) x
connector JO3

Un-Px-Cx-T4

Bulk power
distribution
(BPD) x
connector J0O4

Un-Px-Cx-T5

Bulk power
distribution
(BPD) x
connector J0O5

Un-Px-Cx-T6

Bulk power
distribution
(BPD) x
connector JO6

Un-Px-Cx-T7

Bulk power
distribution
(BPD) x
connector JO7

Un-Px-Cx-T8

Bulk power
distribution
(BPD) x
connector JO8

Un-Px-Cx-T9

Bulk power
distribution
(BPD) x
connector J09

Un-Px-Cx-T10

Bulk power controller (BPC) Where:

¢ Bulk power controller (BPC) A (front) is Un-P1-C4
e Bulk power controller (BPC) B (back) is Un-P2-C4

Bulk power
controller (BPC)
X

Un-Px-C4

Power parts

Removing and replacing
parts in the model
ESCALA PL 3250R, PL
3250R+, ESCALA PL
6450 or PL 6450R+

Bulk power
controller (BPC)
X connector
JOOA

Un-Px-C4-T1

Removing and replacing
parts in the model
ESCALA PL 3250R, PL
3250R+, ESCALA PL
6450 or PL 6450R+

Bulk power
controller (BPC)
X connector
JOOB

Un-Px-C4-T2

Bulk power
controller (BPC)
X connector
JOoC

Un-Px-C4-T3

Bulk power
controller (BPC)
X connector
JOOD

Un-Px-C4-T4

Bulk power
controller (BPC)
x connector JO1

Un-Px-C4-T5

Bulk power
controller (BPC)
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Bulk power
controller (BPC)
X connector JO3

Un-Px-C4-T7

Bulk power
controller (BPC)
X connector JO4

Un-Px-C4-T8

Bulk power
controller (BPC)
X connector JO5

Un-Px-C4-T9

Bulk power
controller (BPC)
X connector JO6

Un-Px-C4-T10

Bulk power
controller (BPC)
x connector JO7

Un-Px-C4-T11

Bulk power
controller (BPC)
X connector JO8

Un-Px-C4-T12

Bulk power
controller (BPC)
x connector J09

Un-Px-C4-T13

Bulk power regulator (BPR)

Bulk power
regulator (BPR)
3A (front)

Un-P1-E3

Power parts

Removing and replacing
parts in the model
ESCALA PL 3250R, PL
3250R+, ESCALA PL
6450 or PL 6450R+

Bulk power
regulator (BPR)
3A connector
J0O

Un-P1-E3-T1

Bulk power
regulator (BPR)
2A (front)

Un-P1-E2

Power parts

Removing and replacing
parts in the model
ESCALA PL 3250R, PL
3250R+, ESCALA PL
6450 or PL 6450R+

Bulk power
regulator (BPR)
2A connector
JOO

Un-P1-E2-T1

Bulk power
regulator (BPR)
1A (front)

Un-P1-E1

Power parts

Removing and replacing
parts in the model
ESCALA PL 3250R, PL
3250R+, ESCALA PL
6450 or PL 6450R+

Bulk power
regulator (BPR)
1A connector
J0O

Un-P1-E1-TH1

Bulk power
regulator (BPR)
3B (back)

Un-P2-E3

Power parts

Removing and replacing
parts in the model
ESCALA PL 3250R, PL
3250R+, ESCALA PL
6450 or PL 6450R+

Bulk power
regulator (BPR)
3B connector
J0O

Un-P2-E3-T1
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Bulk power Removing and replacing

regulator (BPR) parts in the model

2B (back) ESCALA PL 3250R, PL
3250R+, ESCALA PL
6450 or PL 6450R+

Bulk power Un-P2-E2-T1

regulator (BPR)

2B connector

J0Oo

Bulk power Un-P2-E1 Power parts Removing and replacing

regulator (BPR) parts in the model

1B (back) ESCALA PL 3250R, PL
3250R+, ESCALA PL
6450 or PL 6450R+

Bulk power Un-P2-E1-T1

regulator (BPR)

1B connector

J0O

Fans

Bulk power fan Un-A1 Power parts Removing and replacing

(BPF) A (front) parts in the model
ESCALA PL 3250R, PL
3250R+, ESCALA PL
6450 or PL 6450R+

Bulk power fan Un-A2 Power parts Removing and replacing

(BPF) B (back) parts in the model
ESCALA PL 3250R, PL
3250R+, ESCALA PL
6450 or PL 6450R+

Emergency power off (EPO)

Emergency Un-D1 Power parts Removing and replacing

power off (EPO) parts in the model
ESCALA PL 3250R, PL
3250R+, ESCALA PL
6450 or PL 6450R+

Emergency Un-D1-TH

power off (EPO)

connector JOO

Emergency Un-D1-T2

power off (EPO)

Jo1

Table 2. Processor subsystem assembly FRU locations and failing components

Problem determination procedures

Failing item | Symbolic | Physical location | Identify Link to part Failing item removal
name FRU name code LED number and replacement
procedures

System unit Un

processor

subsystem

assembly

Fans

Motor drive Un-A1 Light strip, |Part assembly Removing and

assembly 1 front diagrams replacing parts in the

(closest to the model ESCALA PL

front) 3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+

Motor drive Un-A1-T1

assembly 1
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J0O

Motor drive Un-A1-T2

assembly 1

Jo1

Motor scroll Un-A1-A1 Part assembly Removing and

assembly 1 diagrams replacing parts in the
model ESCALA PL
3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+

Motor drive Un-A2 Light strip, |Part assembly Removing and

assembly 2 front diagrams replacing parts in the
model ESCALA PL
3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+

Motor drive Un-A2-T1

assembly 2

J0o

Motor drive Un-A2-T2

assembly 2

Jo1

Motor drive Un-A3 Light strip, |Part assembly Removing and

assembly 3 front diagrams replacing parts in the

(closest to the model ESCALA PL

front) 3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+

Motor drive Un-A3-T1

assembly 3

J0o

Motor drive Un-A3-T2

assembly 3

Jo1

Motor scroll Un-A3-A1 Part assembly Removing and

assembly 2 diagrams replacing parts in the
model ESCALA PL
3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+

Motor drive Un-A4 Light strip, |Part assembly Removing and

assembly 4 front diagrams replacing parts in the
model ESCALA PL
3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+

Motor drive Un-A4-T1

assembly 4

J0O

Motor drive Un-A4-T2

assembly 4

Jo1

Motor drive Un-A5 Light strip, |Part assembly Removing and

assembly 5 back diagrams replacing parts in the
model ESCALA PL
3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+

Motor drive Un-A5-T1

assembly 5

J00
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Motor drive Un-A5-T2
assembly 5
Jo1
Motor scroll Un-A5-A1 Part assembly Removing and
assembly 3 diagrams replacing parts in the
model ESCALA PL
3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+
Motor drive Un-A6 Light strip, |Part assembly Removing and
assembly 6 back diagrams replacing parts in the
model ESCALA PL
3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+
Motor drive Un-A6-T1
assembly 6
J0O
Motor drive Un-A6-T2
assembly 6
Jo1
Motor scroll Un-A6-Af1 Part assembly Removing and
assembly 4 diagrams replacing parts in the
model ESCALA PL
3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+
Backplanes
System Un-P1 Light strip, |System parts Removing and
backplane back replacing parts in the
model ESCALA PL
e SPCN 3250R, PL 3250R+,
e Card ESCALA PL 6450 or
enclospre PL 6450R+
or
backplane
Node 0 NODEPL |Un-P2 Light strip, |System parts Removing and
backplane front replacing parts in the
model ESCALA PL
3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+
Node 1 NODEPL |Un-P3 Light strip, |System parts Removing and
backplane front replacing parts in the
model ESCALA PL
3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+
Node 2 NODEPL |Un-P4 Light strip, |System parts Removing and
backplane front replacing parts in the
model ESCALA PL
3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+
Node 3 NODEPL |Un-P5 Light strip, |System parts Removing and
backplane front replacing parts in the
model ESCALA PL
3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+

Service processors

Problem determination procedures
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Service Un-P1-C4 Light strip, |System parts Removing and

processor 0 back replacing parts in the
model ESCALA PL
3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+

SPCN Un-P1-C4-TH1

connector

Light strip Un-P1-C4-T2

connector

(front)

Light strip Un-P1-C4-T3

connector

(back)

HMC port 0 Un-P1-C4-T4 Yes

connector

HMC port 1 Un-P1-C4-T5 Yes

connector

Service Un-P1-C1 Light strip, |System parts Removing and

processor 1 back replacing parts in the
model ESCALA PL
3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+

SPCN Un-P1-C1-TH1

connector

Light strip Un-P1-C1-T2

connector

(front)

Light strip Un-P1-C1-T3

connector

(back)

HMC port 0 Un-P1-C1-T4 Yes

connector

HMC port 1 Un-P1-C1-T5 Yes

connector

Processor and processor regulator Where Px is defined as:

e P2 isnode 0
e P3is node 1
e P4 is node 2
e Power5 is node 3
MCM 0 for Un-Px-C26 Light strip, |System parts Removing and
node n front replacing parts in the
model ESCALA PL
3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+
MCM 1 for Un-Px-C27 Light strip, |System parts Removing and
node n front replacing parts in the
model ESCALA PL
3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+
Distributed Un-P1-E1 Light strip, |Part assembly Removing and
converter back diagrams replacing parts in the
assembly model ESCALA PL
(DCA) 31 for 3250R, PL 3250R+,
node 3 ESCALA PL 6450 or
PL 6450R+
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Distributed
converter
assembly
(DCA) 31 J00

Un-P1-E1-T1

Distributed
converter
assembly
(DCA) 31 J0o1

Un-P1-E1-T2

Distributed
converter
assembly
(DCA) 32 for
node 3

Un-P1-E2

Light strip,
back

Part assembly
diagrams

Removing and
replacing parts in the
model ESCALA PL
3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+

Distributed
converter
assembly
(DCA) 32 J00

Un-P1-E2-T1

Distributed
converter
assembly
(DCA) 32 J01

Un-P1-E2-T2

Distributed
converter
assembly
(DCA) 33 for
node 3

Un-P1-E3

Light strip,
back

Part assembly
diagrams

Removing and
replacing parts in the
model ESCALA PL
3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+

Distributed
converter
assembly
(DCA) 33 J00

Un-P1-E3-T1

Distributed
converter
assembly
(DCA) 33 JO1

Un-P1-E3-T2

Distributed
converter
assembly
(DCA) 21 for
node 2

Un-P1-E4

Light strip,
back

Part assembly
diagrams

Removing and
replacing parts in the
model ESCALA PL
3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+

Distributed
converter
assembly
(DCA) 21 J0O

Un-P1-E4-T1

Distributed
converter
assembly
(DCA) 21 J0o1

Un-P1-E4-T2

Distributed
converter
assembly
(DCA) 22 for
node 2

Un-P1-ES

Light strip,
back

Part assembly
diagrams

Removing and
replacing parts in the
model ESCALA PL
3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+

Distributed
converter
assembly
(DCA) 22 J0O0

Un-P1-E5-T1

Distributed
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converter

assembly

(DCA) 22 J01

Distributed Un-P1-E6 Light strip, [Part assembly Removing and

converter back diagrams replacing parts in the

assembly model ESCALA PL

(DCA) 23 for 3250R, PL 3250R+,

node 2 ESCALA PL 6450 or
PL 6450R+

Distributed Un-P1-E6-T1

converter

assembly

(DCA) 23 J00

Distributed Un-P1-E6-T2

converter

assembly

(DCA) 23 J0o1

Distributed Un-P1-E7 Light strip, |Part assembly Removing and

converter back diagrams replacing parts in the

assembly model ESCALA PL

(DCA) 11 for 3250R, PL 3250R+,

node 1 ESCALA PL 6450 or
PL 6450R+

Distributed Un-P1-E7-T1

converter

assembly

(DCA) 11 J00

Distributed Un-P1-E7-T2

converter

assembly

(DCA) 11 JO1

Distributed Un-P1-E8 Light strip, [Part assembly Removing and

converter back diagrams replacing parts in the

assembly model ESCALA PL

(DCA) 12 for 3250R, PL 3250R+,

node 1 ESCALA PL 6450 or
PL 6450R+

Distributed Un-P1-E8-T1

converter

assembly

(DCA) 12 J00

Distributed Un-P1-E8-T2

converter

assembly

(DCA) 12 J0O1

Distributed Un-P1-E9 Light strip, |Part assembly Removing and

converter back diagrams replacing parts in the

assembly model ESCALA PL

(DCA) 13 for 3250R, PL 3250R+,

node 1 ESCALA PL 6450 or
PL 6450R+

Distributed Un-P1-E9-T1

converter

assembly

(DCA) 13 J00

Distributed Un-P1-E9-T2

converter

assembly

(DCA) 13 JO1

Distributed Un-P1-E10 Light strip, |Part assembly Removing and

converter back diagrams replacing parts in the
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assembly model ESCALA PL

(DCA) 01 for 3250R, PL 3250R+,

node 0 ESCALA PL 6450 or
PL 6450R+

Distributed Un-P1-E10-T1

converter

assembly

(DCA) 01 J00

Distributed Un-P1-E10-T2

converter

assembly

(DCA) 01 JO1

Distributed Un-P1-E11 Light strip, |Part assembly Removing and

converter back diagrams replacing parts in the

assembly model ESCALA PL

(DCA) 02 for 3250R, PL 3250R+,

node 0 ESCALA PL 6450 or
PL 6450R+

Distributed Un-P1-E11-T1

converter

assembly

(DCA) 02 J0O

Distributed Un-P1-E11-T2

converter

assembly

(DCA) 02 JO1

Distributed Un-P1-E12 Light strip, |Part assembly Removing and

converter back diagrams replacing parts in the

assembly model ESCALA PL

(DCA) 083 for 3250R, PL 3250R+,

node 0 ESCALA PL 6450 or
PL 6450R+

Distributed Un-P1-E12-TH1

converter

assembly

(DCA) 03 J0O

Distributed Un-P1-E12-T2

converter

assembly

(DCA) 03 Jo1

Light strip, Un-P6 Yes 291A Removing and

front replacing parts in the
model ESCALA PL
3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+

Light strip, Un-P7 Yes 291B Removing and

back replacing parts in the
model ESCALA PL
3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+

Oscillator 0 Un-P1-C3 Light strip, |28E4 Removing and

back replacing parts in the

model ESCALA PL
3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+

Oscillator 1 Un-P1-C2 Light strip, |28E4 Removing and

back replacing parts in the

model ESCALA PL
3250R, PL 3250R+,
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ESCALA PL 6450 or
PL 6450R+
Service Un-P1-C4 Light strip, [28DE Removing and
processor 0 back replacing parts in the
model ESCALA PL
3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+
Service Un-P1-C1 Light strip, [28DE Removing and
processor 1 back replacing parts in the
model ESCALA PL
3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+
VPD card Un-P1-C5 Light strip, |System parts Removing and
back replacing parts in the
model ESCALA PL
3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+
Adapters Where Px is defined as:
e P2isnode 0
¢ P3 is node 1
e P4 is node 2
e Power5 is node 3
Adapter 1 for |SI_CARD |Un-Px-C1 Light strip, |System parts Removing and
node x SICNTRL front replacing parts in the
IO_HUB model ESCALA PL
HCA 3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+
Adapter 2 for |SI_CARD |Un-Px-C3 Light strip, |System parts Removing and
node x SICNTRL front replacing parts in the
I0_HUB model ESCALA PL
HCA 3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+
Adapter 3 for |SI_CARD |Un-Px-C5 Light strip, |System parts Removing and
node x SICNTRL front replacing parts in the
IO_HUB model ESCALA PL
HCA 3250R, PL 3250R+,
ESCALA PL 6450 or
Note: This PL 6450R+
card cannot
have any RIO
cables
attached.
Adapter 4 for |SI_CARD |Un-Px-C6 Light strip, |System parts Removing and
node x SICNTRL front replacing parts in the
IO_HUB model ESCALA PL
HCA 3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+
Adapter 5 for |SI_CARD |Un-Px-C8 Light strip, |System parts Removing and
node x SICNTRL front replacing parts in the
IO_HUB model ESCALA PL
HCA 3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+
Un-Px-C9 System parts
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Adapter6 for |SI_CARD Light strip, Removing and
node x SICNTRL front replacing parts in the
IO_HUB model ESCALA PL
HCA 3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+
Adapter 7 for |SI_CARD |Un-Px-C11 Light strip, |System parts Removing and
node x SICNTRL front replacing parts in the
IO_HUB model ESCALA PL
HCA 3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+
Adapter 8 for |SI_CARD |Un-Px-C13 Light strip, |System parts Removing and
node x SICNTRL front replacing parts in the
IO_HUB model ESCALA PL
HCA 3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+
Multiplexer Un-Px-C7 Light strip, |28E6 Removing and
card for node front replacing parts in the
X model ESCALA PL
3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+
Adapter ports Where Px is defined as:
e P2 isnode 0
¢ P3is node 1
¢ P4 is node 2
e Power5 is node 3
And where Cx is defined as:
¢ C1is adapter 1
e C3 is adapter 2
e C5 is adapter 3
¢ C6 is adapter 4
¢ C8 is adapter 5
¢ C9 is adapter 6
e C11 is adapter 7
e C13is adapter 8
RIO Un-Px-Cx -T1 Yes
connector JOO
RIO Un-Px-Cx -T2 Yes
connector JO1
Memory parts Where Px is defined as:
e P2 isnode 0
e P3is node 1
e P4 is node 2
e Power5 is node 3
Memory card |MEMDIMM |[Un-Px-C2 Light strip, |Memory parts Removing and
1 for node x front replacing parts in the
model ESCALA PL
3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+
Memory card [MEMDIMM |Un-Px-C4 Light strip, |Memory parts Removing and
2 for node x front replacing parts in the
model ESCALA PL
3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+
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Memory card
3 for node x

MEMDIMM

Un-Px-C10

Light strip,
front

Memory parts

Removing and
replacing parts in the
model ESCALA PL
3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+

Memory card
4 for node x

MEMDIMM

Un-Px-C12

Light strip,
front

Memory parts

Removing and
replacing parts in the
model ESCALA PL
3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+

Memory card
5 for node x

MEMDIMM

Un-Px-C14

Light strip,
front

Memory parts

Removing and
replacing parts in the
model ESCALA PL
3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+

Memory card
6 for node x

MEMDIMM

Un-Px-C15

Light strip,
front

Memory parts

Removing and
replacing parts in the
model ESCALA PL
3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+

Memory card
7 for node x

MEMDIMM

Un-Px-C16

Light strip,
front

Memory parts

Removing and
replacing parts in the
model ESCALA PL
3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+

Memory card
8 for node x

MEMDIMM

Un-Px-C17

Light strip,
front

Memory parts

Removing and
replacing parts in the
model ESCALA PL
3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+

Memory card
9 for node x

MEMDIMM

Un-Px-C18

Light strip,
front

Memory parts

Removing and
replacing parts in the
model ESCALA PL
3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+

Memory card
10 for node x

MEMDIMM

Un-Px-C19

Light strip,
front

Memory parts

Removing and
replacing parts in the
model ESCALA PL
3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+

Memory card
11 for node x

MEMDIMM

Un-Px-C20

Light strip,
front

Memory parts

Removing and
replacing parts in the
model ESCALA PL
3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+

Memory card
12 for node x

MEMDIMM

Un-Px-C21

Light strip,
front

Memory parts

Removing and
replacing parts in the
model ESCALA PL
3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+

Memory card
13 for node x
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MEMDIMM

Un-Px-C22

Light strip,
front

Memory parts

Removing and
replacing parts in the
model ESCALA PL
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3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+

Memory card
14 for node x

MEMDIMM

Un-Px-C23

Light strip,
front

Memory parts

Removing and
replacing parts in the
model ESCALA PL
3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+

Memory card
15 for node x

MEMDIMM

Un-Px-C24

Light strip,
front

Memory parts

Removing and
replacing parts in the
model ESCALA PL
3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+

Memory card
16 for node x

MEMDIMM

Un-Px-C25

Light strip,
front

Memory parts

Removing and
replacing parts in the
model ESCALA PL
3250R, PL 3250R+,
ESCALA PL 6450 or
PL 6450R+

Parent topic: Finding part locations

Part assembly diagrams for ESCALA PL 3250R, PL 3250R+, ESCALA

PL 6450 or PL 6450R+ and 5792 racks

This content covers the ESCALA PL 3250R, ESCALA PL 6450R, 9406-595 models, and 5792 racks.

Final ass1embly
a4

2 5

Table 1. Final assembly part numbers

Index
number

Part number

Units per
assembly

Description
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1 12R9749 AR Bulk power assembly (BPA) For a detailed listing see
the Bulk power assembly (BPA).
2 77G0599 2 Screw, BPE mounting
3 74F1823 5 Nut clip
4 2 Bracket, processor subsystem assembly rear
5 77G0599 8 Screw, processor subsystem assembly rear bracket
mounting
6 74F1823 8 Nut clip
7 15R6747 1 Unit emergency power off (UEPQ) switch assembly
8 2665528 2 Screw, UEPO mounting
9 AR Processor subsystem assembly. For a detailed listing
see the Processor subsystem assembly.
10 77G0599 AR Screw, processor subsystem assembly mounting
11 74F1823 AR Nut clip
12 11P3843 1 Cable bracket
13 77G0599 3 Screw, cable bracket
14 44P3384 AR Filler, node
15 12R6625 1 Cover, EMC
16 12R6626 4 Cover, EMC
17 AR Node assembly. For a detailed listing see the Node
assembly.
18 4100012 AR Internal battery feature (IBF)
19 77G0599 2 Screw
20 5589089 2 Washer
74F1823 2 Nut clip
41V1820 AR Rack tie down kit (raised floor short)
41V1820 AR Rack tie down kit (raised floor long)
41V1820 AR Rack tie down kit (non-raised floor)
Bulk power assembly (BPA)
1 2
3
Table 2. Bulk power assembly (BPA) part numbers
Index Part number Units per Description

number assembly

170 Problem determination procedures



Service provider information

1 12R9749 1 Bulk power assembly

2 See Power AR Bulk power distribution assembly
parts

3 See Power 1 Bulk power controller assembly
parts

4 See Power AR Bulk power regulator assembly
parts

5 See Power 1 Bulk power fan
parts

6 44P0550 1 Cover, bulk power fan

Cover as_lsembzly

: I
Table 3. Cover assembly part numbers
Index Part number Units per Description
number assembly
1 41U0395 AR Cover kit (acoustical)
4100392 AR Cover Kit (slim)

AR Cover kit, 86/91 (acoustical)
41U0393 AR Cover kit, 86/91 (slim)
44P2670 AR Filter, cover

2 11P4106 2 Hinge, back cover

3 2665525 4 Screw, hinge

4 44P0126 2 Cover, right-side

5 54G2882 3 Screw, cover mounting
6 44P0125 2 Cover, left-side

7 54G2882 3 Screw, cover mounting
8 11P3535 2 Hinge, front cover
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9 2665525 4 Screw, hinge
10 See index 1 Cover kit
number 1
Processor sul%)system assembly
2
5

IPHALST3-1

Table 4. Processor subsystem assembly part numbers

Index Part number Units per Description
number assembly

1 See VPD parts 1 VPD card
2 See Processor 1 Oscillator (clock) card

parts
3 See Processor AR Service processor card

parts
4 12R9148 1 Motor scroll assembly
5 4100341 4 Motor drive assembly
6 4100328 AR Filler, distributed converter assembly (DCA) - single
7 41U0013 AR Jumper, distributed converter assembly (DCA)
8 15R6709 AR Distributed converter assembly (DCA)
9 12R6732 AR Filler, distributed converter assembly (DCA) - triple
10 12R9201 1 Blower assembly, right

12R9200 1 Blower assembly, left

1 System backplane
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See Backplane
parts

Node assembly

IPHALBT4-0

Table 5. Node assembly part numbers

Index Part number Units per Description
number assembly
1 12R7089 AR Cable clamp
2 12R7088 1 Cable management bracket
3 AR Screw
4 SeeBus parts AR RIO card
5 See Processor AR Multiplexer card
parts
6 SeeMemory AR Memory card
parts
41V0808 AR Filler, memory airflow
7 12R6700 AR Baffle, single
8 12R7296 AR Baffle, double
See Processor AR Processor MCM kit
parts
See Backplane 1 Node backplane
parts

Parent topic: Part assembly diagrams

Locations 50/74, 8079-002, and 8093-002 expansion units
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Note: The known logical location codes for this unit are listed next to the corresponding physical location in
the following information. If you are working with a logical location code for this unit and it is not listed in the
following information, contact your next level of support.

The following diagram shows the FRU layout in the 50/74 expansion unit. Use it with the following tables.
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The following table provides the components available for callout on 50/74, 8079-002, and 8093-002
expansion units. It matches those components with the FRU containing the component. The other columns
provide location information, a link to a removal and replacement procedure, and additional information.

Attention: After replacing any part on a server or expansion unit, perform Verifying the repair.

Table 1. FRU locations and failing components for 50/74, 8079-002, and 8093-002 expansion units

Symbolic Failing item removal
Failing item failing item Physical location Link to part and replacement
name name code number procedures
Expansion unit |[TWRCARD Un-CB1 28AB Exchanging the tower
backplane MA_BRDG card in the 50/74, 50/79,
MABRCFG 8079-002, and
¢ SPCN |PPCITWR 8093-002 expansion
e Card PRI_PCI units
enclosuréHSL_LNK
or PIOCARD
backplandlASBUS
¢ Multi-adaptéRBKPL
bridge |TWRPLNR
(all)
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PCl adapter in  |PIOCARD Un-CB1-C01
slot 1 MASBUS
SLOTERR
PCl adapter in  |PIOCARD Un-CB1-C02
slot 2 MASBUS
SLOTERR
PCl adapter in  |PIOCARD Un-CB1-C03
slot 3 MASBUS
SLOTERR PCI adapters in the
PCl adapter in  |PIOCARD Un-CB1-C04 Part number catalog |Installing hardware
slot 4 MASBUS topic.
SLOTERR
PCl adapter in  |PIOCARD Un-CB1-C05
slot 5 MASBUS
SLOTERR
PCl adapter in  |PIOCARD Un-CB1-C06
slot 6 MASBUS
SLOTERR
PCl adapter in  |PIOCARD Un-CB1-C07
slot 7 MASBUS
SLOTERR
RIO adapter SIIOADP Un-CB1-C08 2691 FC 5074, FC 5079, FC
card SIADPCD 5094, FC 5294 - Cards
SI_PHB (dedicated)
e HSL
adapter
e PCI
host
bridge
adapter
PCl adapter in  |PIOCARD Un-CB1-C09
slot 9 MASBUS
SLOTERR
PCl adapter in  |PIOCARD Un-CB1-C10
slot 10 MASBUS
SLOTERR
PCl adapter in  |PIOCARD Un-CB1-C11
slot 11 MASBUS
SLOTERR PCl adapters in the
PCl adapter in  |PIOCARD Un-CB1-C12 Part number catalog |Installing hardware
slot 12 MASBUS topic.
SLOTERR
PCl adapter in  |PIOCARD Un-CB1-C13
slot 13 MASBUS
SLOTERR
PCl adapter in  |PIOCARD uUn-CB1-C14
slot 14 MASBUS
SLOTERR
PCl adapter in  |PIOCARD Un-CB1-C15
slot 15 MASBUS
SLOTERR
PCI bridge set 1 [BRDGSET Un-CB1-C01
BRDGST1 Un-CB1-C02
Un-CB1-C03
Un-CB1-C04
PCI bridge set 2 |BRDGSET Un-CB1-C05 Replace the cards using
BRDGST2 Un-CB1-C06 the removal and
Un-CB1-C07 replacement procedures
Un-CB1-C09 corresponding to the
Un-CB1-G10 locations indicated.
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PCI bridge set 3 [BRDGSET Un-CB1-C11
BRDGST3 Un-CB1-C12
Un-CB1-C13
Un-CB1-C14
Un-CB1-C15
Fan 1 Un-BO1 Part assembly
] diagrams for 50/74, |Exchanging the
Fan 2 Un-B02 50/94, 82/94, and air-moving devices in
91/94 expansion the 50/74, 50/79,
units 8079-002, and
8093-002 expansion
Power board Un-PB1 Part assembly EX¢Hanging the power
diagrams for 50/74, |distribution board in the
50/94, 82/94, and 50/74, 50/79, 8079-002,
91/94 expansion and 8093-002
units expansion units
AC module / Un-A01 Part assembly Exchanging the ac
charger (single diagrams for 50/74, |charger (A0O1) in the
line cord) 50/94, 82/94, and 50/74, 50/79, 8079-002,
91/94 expansion and 8093-002
units expansion units (single
line cord)
AC module Un-A01 Part assembly Exchanging ac modules
(dual line cord) diagrams for 50/74, |[(A01 and A02) in the
] 50/94, 82/94, and 50/74, 50/79, 8079-002,
fo module Aoz 91/94 expansion  |and 8093-002
(dual line cord) ! ; ,
units expansion units (dual
line cord)
Power supply 1 Un-P0O1 Part assembly
] diagrams for 50/74, |Exchanging the power
P02
Power supply 2 Un-PO 50/94, 82/94, and  |supplies in the 50/74,
Power supply 3 Un-P03 91/94 expansion  |50/79, 8079-002, and
units 8093-002 expansion
Battery 1 Un-TO1 EXtBanging the
i batteries in the 50/74,
Baftery 2 ur 102 Power parts 50/79, 8079-002, and
Battery 3 Un-T03 8093-002 expansion
Battery 4 Un-T04 units
Device board 1 Un-DB1 Exchanging the device
i . boards in the 50/74,
Device board 2 un-bB2 283D 50/79, 8079-002, and
8093-002 expansion
units
Device board 3 Un-DB3 283C Exchanging the device
boards in the 50/74,
50/79, 8079-002, and
8093-002 expansion
units
Display panel Un-NB1 247B Exchanging the control
panel in the 50/74,
50/79, 8079-002, and
8093-002 expansion
units
Disk units 1 5 Un-DB1-D01 Part number catalog |Disk unit recovery
Un-DB1-D02 procedures
Un-DB1-D03
Un-DB1-D04
Un-DB1-D05
Disk units 6 10 Un-DB2-D06 Part number catalog |Disk unit recovery
Un-DB2-D07 procedures
Un-DB2-D08
Un-DB2-D09
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Un-DB2-D10

Disk units Un-DB1-D11 Part number catalog |Disk unit recovery
11 15 Un-DB1-D12 procedures

Un-DB1-D13
Un-DB1-D14
Un-DB1-D15

Disk units Un-DB2-D16 Part number catalog |Disk unit recovery
16 20 Un-DB2-D17 procedures

Un-DB2-D18
Un-DB2-D19
Un-DB2-D20

Disk units Un-DB1-D21 Part number catalog |Disk unit recovery
21 25 Un-DB1-D22 procedures

Un-DB1-D23
Un-DB1-D24
Un-DB1-D25

Disk units Un-DB2-D26 Part number catalog |Disk unit recovery
26 30 Un-DB2-D27 procedures

Un-DB2-D28
Un-DB2-D29
Un-DB2-D30

Disk units Un-DB3-D31 Part number catalog |Disk unit recovery
31 40 Un-DB3-D32 procedures
Un-DB3-D33
Un-DB3-D34
Un-DB3-D35
Un-DB3-D36
Un-DB3-D37
Un-DB3-D38
Un-DB3-D39
Un-DB3-D40
Optical Un-DB3-D41 Media device in an

. ; expansion unit in the
Tape Un-DB3-D42 Part number catalog Installing hardware
topic.
Disk units Un-DB3-D46 Part number catalog |Disk unit recovery
46 50 Un-DB3-D47 procedures
Un-DB3-D48
Un-DB3-D49
Un-DB3-D50

RIO adapter HSL_LNK Un-CB1-C08-00
card connector [HSL2
HSL2 xx
HSLH
HSLH xx

RIO adapter HSL_LNK Un-CB1-C08-01
card connector [HSL2
HSL2_xx
HSLH
HSLH xx

Part number catalog |Exchanging RIO cables

Notes:

. Card position CO1 must be a processor.

. Card postitions C05 and C11 must be processors.

.J11 is an RPO connection, J14 is an uninterruptible power supply (UPS) connector, J15 is an SPCN 1
connector, and J16 is an SPCN 2 connector.

. Multi-adapter bridge domains are labeled PCI Bridge Set inside the unit.

. The following table provides information necessary to identify the input/output processor (IOP) to
which input/output adapters (IOAs) are assigned.

wWnN =

[0
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+ The left column indicates the domain in which IOA assignment is allowed.
+ The right column is used to determine the IOP to which an IOA is assigned.
+ The first position in the list must be an IOP. The remaining positions may be IOPs or IOAs.
IOAs are assigned to the first IOP located to their left in the list. Although IOAs can be
manually reassigned using SST/DST, the IOA assignments return to the default order after
each IPL.
Table 2. IOA assignment rules

Multi-adapter bridge domain / PCI bridge IOA assignment rules
set

Co1 - Co4 Co01, C02, C03, C04

CO05 - C10 (Not including C08) C05, C0e, C07, C09, C10

C11-C15 C11,C12,C13, C14, C15

Parent topic: Finding part locations

Exchanging the tower card in the 50/74, 50/79, 8079-002, and 8093-002
expansion units

Use this procedure in conjunction with Powering off an expansion unit to remove or replace the tower card
(CB1) in the 50/74, 50/79, 8079-002, and 8093-002 expansion units.
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. Power off the expansion unit using Powering off an expansion unit, then continue with the next step.
. Open the rear cover. See Exchanging the covers in the 50/74, 50/79, 50/94, 52/94, 8079-002,

8093-002, 8094-002, and 82/94 expansion units.

. Disconnect the power cords at each power supply from the unit you are working on (if you have not

already done so).

. From the rear of the expansion unit do the following:

a. Remove the external cables from the rear of the PCI card enclosure and record their card and
port locations.

b. Remove the EMC access plate that is located directly above the PCI card enclosure. Press
the surfaces of the two latching mechanisms together and tilt the top of the cover away from
the frame to remove it.

c. Remove the cables from the top of the PCl cards and record their card and port locations.

Attention: All cards are sensitive to electrostatic discharge. See Working with electrostatic
discharge-sensitive parts.

d. Remove the screws that hold the PCI card enclosure to the frame.

e. Pull the PCI card enclosure partially out of the frame while lifting the cables clear of the
enclosure.

f. Press the release mechanism that is located along the top right side of the enclosure and
carefully slide the enclosure towards you. Make sure that the cables are clear of the
enclosure.

. Remove the PCI cards and HSL/RIO bridge adapter from the enclosure and note their locations. See

Exchanging cards (dedicated) in the 50/74, 50/79, 50/94, 52/94, 8079-002, 8093-002, 8094-002, and
82/94 expansion units.

. Install the new PCI card enclosure by reversing the above procedure.
. Reconnect the power cord(s) and/or the power supply cords that you disconnected earlier.

Note: The tower will power on automatically.
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8. Perform Setting expansion unit configuration ID and MTMS value and then continue with the next step
of this procedure.
9. Go to Verifying the repair. This ends the procedure.

Parent topic: Removing and replacing parts in the 50/74, 50/79, 8079-002, and 8093-002 expansion units

Part assembly diagrams for 50/74, 50/94, 82/94, and 91/94 expansion

units

Cover assembly for 50/74, 50/94, 82/94, and 91/94 expansion units

Table 1. Cover assembly part numbers

Index Part number Units Description

1 39J4314 1 Top cover

2 1621811 4 Screw, M4 (10mm)
241.1079 1 Back cover
2411071 1 Hinge pin, top

4 39J4313 1 Side cover

5 1621811 12 Screw, M4 (10mm)

6 2411078 1 Front filler cover

7 1621811 2 Screw, M4 (10mm)

8 24L1069 1 Front cover
2411071 Hinge pin, top

Final assembly for 50/74, 50/94, 82/94, and 91/94 expansion units

Problem determination procedures

179



Table 2. Final assembly part numbers
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Index Part number Units Description
1 See System parts 1 Display panel
2 42R4037 AR Filler (removable media)
2 See System parts AR Optical storage unit
3 See Removable media AR Removable media.
device parts
4 42R4045 AR Disk unit EMC access plate
7 Ref
§F|'el
| lll‘
fu\ \‘ ;u
12Ref  Sipet 11
Table 3. Final assembly part numbers
Index Part number Units Description
5 NONUM 1 Removable media enclosure assembly
6 1621811 2 Screw, M4 (10mm)
7 1621817 2 Screw
8 3945598 1 Center support bracket
9 1621811 2 Screw, M4 (10mm)
180

Problem determination procedures



Service provider information

10 NONUM AR Five disk unit enclosure assembly
11 1621811 12 Screw, M4 (10mm)

12 1621817 6 Screw

13 See Disk unit parts AR Disk unit assembly

Table 4. Final assembly part numbers

Index Part number Units Description
14 NONUM 1 Shelf, base disk unit
15 1621811 3 Screw, M4 (10mm)
16 2410892 1 Base disk unit board/stiffener assembly (50/74)
42R3859 1 Base disk unit board/stiffener assembly (50/94)
17 39J2931 AR Disk unit board/stiffener assembly
(50/74)
39J2931
(50/94)
18 1621838 1 Screw
19 NONUM AR Shelf, disk unit
20 1621811 2 Screw, M4 (10mm)
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Table 5. Final assembly part numbers

Index Part number Units Description
21 42R4046 1 EMC access plate
22 NONUM 1 Air-moving device (fan) door assembly
23 1621811 2 Screw, M4 (10mm)
24 3945235 2 Air-moving device (fan)
25 39J3082 1 Power board/stiffener assembly
26 1621816 6 Screw
27 See Power parts 1 Time of day (TOD) battery
28 See Backplane parts 1 I/O backplane (50/74)

See Backplane parts 1 I/0O backplane (50/94)
29 1621811 6 Screw, M4 (10mm)
Note: This applies only to the 50/74.

Final assembly for 50/74 (single line cord)
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FZacoonza

Table 6. Final assembly part numbers for 50/74 (single line cord)

Index Part number Units Description
53 42R4092 1 Power subframe assembly
54 1621811 12 Screw, M4 (10mm)
55 97H7318 1 Battery pack. This part number includes four

batteries. For additional information, refer to
symbolic FRU BATRY.

56 1621811 12 Screw, M4 (10mm)
57 3945845 AR Filler, spacer

58 1621811 2 Screw, M4 (10mm)
59 NONUM 1 EMC access plate
60 1621811 2 Screw, M4 (10mm)
61 240939 AR Filler, power supply
62 1621811 2 Screw, M4 (10mm)
63 44H8641 2 Cable clamp, top
64 44H8640 2 Cable clamp, base
65 1621811 2 Screw, M4 (10mm)
66 97H7316 1 Battery charger

67 1621811 4 Screw, M4 (10mm)
68 90H6629 3 Power supply, 765 watts (P01, P02, P03)

Final assembly for 50/74 (two power supply dual line cord)
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Table 7. Final assembly part numbers for 50/74 (two power supply dual line cord)

Index Part number Units Description
39 21P6347 2 AC module
40 1621811 4 Screw, M4 (10mm)
41 3945273 2 Power supply, 840 watts
42 42R4092 1 Power subframe assembly
43 1621811 12 Screw, M4 (10mm)
44 39J5845 AR Filler, Spacer
45 1621811 2 Screw, M4 (10mm)
46 240939 AR Filler, power supply
47 1621811 2 Screw, M4 (10mm)
48 NONUM 1 EMC access plate
49 1621811 2 Screw, M4 (10mm)
50 44H8641 2 Cable clamp, Top
51 44H8640 2 Cable clamp, Base
52 1621811 2 Screw, M4 (10mm)

Final assembly for 50/94, 82/94, and 91/94 expansion units
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Table 8. Final assembly part numbers for 50/94, 82/94, and 91/94 expansion unit

Index Part number Units Description
30 42R4295 1 Power subframe assembly for dual line cord
31 1621811 8 Screw, M4 (10mm)
32 39J5845 2 Filler, spacer
33 1621811 2 Screw, M4 (10mm)
34 2410939 2 Filler, power supply
35 1621811 4 Screw, M4 (10mm)
36 3945171 2 AC power distribution assembly. See symbolic
FRU ACMODUL.
37 1621811 4 Screw, M4 (10mm)
38 3945273 4 Power supply assembly - 840W

Parent topic: Part assembly diagrams

Exchanging the air-moving devices in the 50/74, 50/79, 8079-002, and
8093-002 expansion units

Use this procedure to remove or replace the air-moving device (AMD) (B01 and B02) in the 50/74, 50/79,
8079-002, and 8093-002 expansion unit.

Attention: Since this procedure can be performed concurrently, you do not need to power off the unit if it is
already powered on.

1. Open the rear cover (see Exchanging the covers in the 50/74, 50/79, 50/94, 52/94, 8079-002,
8093-002, 8094-002, and 82/94 expansion units).
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2. Remove the EMC access plate located directly above the PCI card enclosure. Press the surfaces of
the two latches together, and tilt the top of the cover away from the frame to remove it.

3. Remove the screw from the AMD door assembly for the AMD that you are replacing.

4. Remove the AMD assembly by sliding it out of the enclosure, while holding the AMD access plate
open.

5. Install the new AMD by reversing this procedure. The new AMD will automatically power on after it is
installed.

6. After exchanging an item, go to Verifying the repair.

This ends the procedure.

Parent topic: Removing and replacing parts in the 50/74, 50/79, 8079-002, and 8093-002 expansion units

Exchanging the power distribution board in the 50/74, 50/79, 8079-002,
and 8093-002 expansion units

Use this procedure to remove or replace the power distribution board (PB1) in the 50/74, 50/79, 8079-002,
and 8093-002 expansion units.
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1. Removing and replacing the device board (DB1 and DB2). Continue with the next step.
2. From the rear of the expansion unit, do the following:

a. Open the rear cover (see Exchanging the covers in the 50/74, 50/79, 50/94, 52/94, 8079-002,
8093-002, 8094-002, and 82/94 expansion units).

b. Remove the EMC access plate that is located directly above the PCI card enclosure. Press
the surfaces of the two latching mechanisms together and tilt the top of the cover away from
the frame to remove it.

c. Remove the cables from the disk unit controller cards that are located inside the PCI card
enclosure and record their card and port locations. All cards are sensitive to electrostatic
discharge (see Working with electrostatic discharge-sensitive parts).

. Remove the screws that hold the PCI card enclosure to the frame.

e. Pull the PCI card enclosure partially out of the frame while lifting the cables clear of the
enclosure.

f. Press the release mechanism that is located along the top right side of the enclosure and
carefully slide the enclosure towards you. Make sure that the cables are clear of the
enclosure. Then continue with the next step.

3. Are you working on a dual line cord unit?

+ Yes: Perform the following:

a. Remove the ac modules (see Exchanging ac modules (A01 and A02) in the 50/74,
50/79, 8079-002, and 8093-002 expansion units (dual line cord)).

b. Remove the power supplies (see Exchanging the power supplies in the 50/74, 50/79,
8079-002, and 8093-002 expansion units).

c. Remove the blank filler plate(s).

d. Continue with the next step.

+ No: Perform the following:

a. Remove the ac charger (see Exchanging the ac charger (A01) in the 50/74, 50/79,
8079-002, and 8093-002 expansion units (single line cord)).
b. Remove the power supplies (see Exchanging the power supplies in the 50/74, 50/79,
8079-002, and 8093-002 expansion units).
c. Remove the blank filler plate(s).
d. Remove the four batteries (see Exchanging the batteries in the 50/74, 50/79,
8079-002, and 8093-002 expansion units).
e. Continue with the next step.
4. Remove the screws from the power subframe assembly.
5. From the front of the tower, reach through the frame and remove the cables from the back side of the
power distribution backplane and note their locations.
6. From the rear of the tower, remove the mounting screws that hold the power distribution backplane to
the frame.

o
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7. Pull the power distributi%&gﬁglane slightly towards you and lift it up to remove it from the frame.
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8. Install the power distribution backplane by reversing the removal procedure. After exchanging an
item, go to Verifying the repair. This ends the procedure.

Parent topic: Removing and replacing parts in the 50/74, 50/79, 8079-002, and 8093-002 expansion units

Exchanging the ac charger (A01) in the 50/74, 50/79, 8079-002, and
8093-002 expansion units (single line cord)

Use this procedure to remove or replace the ac charger (A01) in a single line cord 50/74, 50/79, 8079-002,
and 8093-002 expansion units.

. Power off the expansion unit (see Powering off an expansion unit).

. Open the rear cover (see Exchanging the covers in the 50/74, 50/79, 50/94, 52/94, 8079-002,
8093-002, 8094-002, and 82/94 expansion units).

. Disconnect the incoming ac power cord from the expansion unit.

. Disconnect all the power cords from the battery charger.

. Remove the screws that are holding the charger to the frame.

. Remove the battery charging unit.

. Install the new ac charger by reversing this procedure. After exchanging an item, go to Verifying the
repair. This ends the procedure.

NN —
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Parent topic: Removing and replacing parts in the 50/74, 50/79, 8079-002, and 8093-002 expansion units

Exchanging ac modules (A01 and A02) in the 50/74, 50/79, 8079-002,
and 8093-002 expansion units (dual line cord)

Use this procedure to remove or replace the ac module (A01 and A02) in the dual line cord 50/74, 50/79,
8079-002, and 8093-002 expansion units.

Attention: Becuase this procedure can be performed concurrently, you do not need to power off the unit if it is
already powered on.
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. Open the back cover (see Exchanging the covers in the 50/74, 50/79, 50/94, 52/94, 8079-002,

8093-002, 8094-002, and 82/94 expansion units).

. Trace and disconnect the ac input line cord that connects to the ac module that needs replacing.

Refer to Locations 50/74, 8079-002, and 8093-002 expansion units or Locations 50/79 expansion unit
for location and address information.

Attention: Do not disconnect the other system ac line cord when powered on.

. Disconnect the power supply jumper cords from the ac module that you are working on.

Attention: Do not disconnect the other system ac module power supply jumper cords.

. Remove the top and bottom screws that hold the ac module to the frame.
. Remove the ac module unit.
. Install a new ac module by reversing this procedure. After exchanging an item, go to Verifying the

repair.

This ends the procedure.

Parent topic: Removing and replacing parts in the 50/74, 50/79, 8079-002, and 8093-002 expansion units

Exchanging the power supplies in the 50/74, 50/79, 8079-002, and
8093-002 expansion units

Use this procedure to remove or replace the power supply (P00, P01, P02, and P03) in the 50/74, 50/79,
8079-002, and 8093-002 expansion units.
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. Is the system powered on?

+ Yes: Do not power off the system. Continue with the next step.
+ No: Continue with the next step.

. Open the rear cover (see Exchanging the covers in the 50/74, 50/79, 50/94, 52/94, 8079-002,

8093-002, 8094-002, and 82/94 expansion units).

. Disconnect the power jumper cord from the unit that you are replacing.
. Remove the bottom screw (if installed).
. Rotate the handle from right to left to release the power supply from the frame.

CAUTION:The power distribution outlets provide 200 to 240 V ac. Use these outlets only for
devices that operate within this voltage range. (C021)

. Remove the power supply from the frame.
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7. Install the new power supply by reversing this procedure. Do not use excessive force when installing
the power supply into the system. Insert it until the power supply engages the frame, then rotate the

handle from left to right. After exchanging an item, go to Verifying the repair. This ends the procedure.

Parent topic: Removing and replacing parts in the 50/74, 50/79, 8079-002, and 8093-002 expansion units

Exchanging the batteries in the 50/74, 50/79, 8079-002, and 8093-002
expansion units

Use this procedure to remove or replace the batteries (T01, T02, T03, and T04) in the 50/74, 50/79, 8079-002,
and 8093-002 expansion units.

Attention: Since this procedure can be performed concurrently, you do not need to power off the unit if it is
already powered on. However, removing the battery power unit while the system is running on battery power
will cause the system to fail and may damage the battery power unit and the PCI card enclosure. (If the
console will accept commands, the system is not running on battery power.)

CAUTION:This part or unit is heavy but has a weight smaller than 18 kg (39.7 Ib). Use care when
lifting, removing, or installing this part or unit. (C008)

1. Open the rear cover (see Exchanging the covers in the 50/74, 50/79, 50/94, 52/94, 8079-002,
8093-002, 8094-002, and 82/94 expansion units).

2. Remove the screws from the EMC access plate that is covering the batteries.
3. Remove the EMC access plate from the battery enclosure.

4. Remove the top and bottom screws from the battery unit.

5. Remove the battery power unit by using two hands to pull on the ring.

CAUTION:Lead-acid batteries can present a risk of electrical burn from high, short-circuit
current. Avoid battery contact with metal materials; remove watches, rings, or other metal
objects, and use tools with insulated handles. To avoid possible explosion, do not burn.
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Exchange only with the approved part. Recycle or discard the battery as instructed by local
regulations. (C004a)

Install the new battery power unit by reversing this removal procedure. After exchanging an item, go
to Verifying the repair. This ends the procedure.

Parent topic: Removing and replacing parts in the 50/74, 50/79, 8079-002, and 8093-002 expansion units

Exchanging the device boards in the 50/74, 50/79, 8079-002, and
8093-002 expansion units

Use this procedure to remove or replace the device board in the 50/74, 50/79, 8079-002, and 8093-002
expansion units.

Use the appropriate procedure depending on the device board you are replacing:

e Removing and replacing the device board (DB1 and DB2)
¢ Removing and replacing the device board (DB3)

Parent topic: Removing and replacing parts in the 50/74, 50/79, 8079-002, and 8093-002 expansion units

Removing and replacing the device board (DB1 and DB2)

A wWN =
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. Power off the expansion unit (see Powering off an expansion unit).
. Disconnect the power cord from the expansion unit.
. Open the front cover (see Exchanging the covers in the 50/74, 50/79, 50/94, 52/94, 8079-002,

8093-002, 8094-002, and 82/94 expansion units).

. From the front of the expansion unit, do the following:

a. Remove the EMC access plates from the disk unit enclosures that are located in front of the
backplane that you are replacing. (For location information, see Locations 50/74, 8079-002,
and 8093-002 expansion units.) Press the surfaces of the two latching mechanisms together,
and tilt the top of the cover away from the frame to remove it.

b. Record the locations of the disk units and then remove them from the disk unit enclosures
that you just uncovered.

Attention: The disk units are sensitive to electrostatic discharge (see Working with
electrostatic discharge-sensitive parts).

¢. Remove the screws that hold the disk unit cage assembly to the frame.

d. Remove the two retaining screws that are located inside of the disk unit cage assembly (the
top-right and bottom-left corners).

e. Remove the disk unit cage assemblies.

f. Remove the screws that hold the DASD shelf to the frame.

g. Remove the DASD shelf from the frame.

. Remove the retaining screw that is holding the DASD board assembly to the frame.
. Pull the DASD board assembly out until it slides off the guide pins, then rotate the DASD board

assembly 90 degrees. Record the locations of the cables that are located on the backside of the
board assembly, and then remove them.

Note: Both ends of the ribbon cables are marked LH or RH, indicating that one end of the cable is
plugged in to either the left-hand (DB1) or right-hand (DB2) DASD board assembly. The other end of
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the cable is plugged in to either the left-most (LH) or right-most (RH) DASD controller card. The
cables will crisscross in the center of the tower.

Figure 1. Device board cabling
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L-"*’f‘,’rg’j RZAGE509.0

7. Remove the DASD board assembly.

8. Install the DASD board assembly by reversing the removal procedure. After exchanging an item, go to
Verifying the repair. This ends the procedure.

Removing and replacing the device board (DB3)

1. Power off the expansion unit (see Powering off an expansion unit).

2. Disconnect the power cord from the expansion unit.

3. Open the rear cover (see Exchanging the covers in the 50/74, 50/79, 50/94, 52/94, 8079-002,
8093-002, 8094-002, and 82/94 expansion units).

4. From the rear of the expansion unit, do the following:

a. Remove the EMC access plate that is located directly above the card enclosure. Press the
surfaces of the two latching mechanisms together, and tilt the top of the cover away from the
frame to remove it.

b. Remove the cables from the disk unit controller cards (IOAs) that are located inside the PCI
card enclosure and record their card and port locations.

c. Remove the screws that hold the tower card enclosure to the frame.

d. Pull the tower card enclosure partially out of the frame while lifting the cables clear of the
enclosure.

e. Press the release mechanism that is located along the top right side of the enclosure and
carefully slide the enclosure towards you. Make sure that the cables are clear of the
enclosure.

f. Remove the tower card enclosure from the frame.

g. Remove the screws from the EMC access plate that is located inside the frame and directly
above the power distribution board.

h. Remove the EMC access plate.

i. Reach through the opening and remove the cables from the backside of the base DASD
board assembly (DB3).

5. Open the front cover (see Exchanging the covers in the 50/74, 50/79, 50/94, 52/94, 8079-002,
8093-002, 8094-002, and 82/94 expansion units).
6. From the front of the expansion unit do the following:

a. Record the removable media locations and then remove them by pulling out on the handles
that are located on each side of the unit.

b. Remove the control panel by pulling on the handles that are located on each side of the unit
and sliding it partially out of the tower. Then, unplug the cable from the rear of the control
panel (see Exchanging the control panel in the 50/74, 50/79, 8079-002, and 8093-002
expansion units).
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c¢. Unplug the control panel cable from the base DASD board assembly (DBS3).

d. Remove the two retaining screws that are located inside of the removable media enclosure
(the top right and lower left corners).

e. Remove the removable media enclosure.

f. Remove the EMC access plates from the disk unit enclosures that are located in front of the
backplane (DB3). For location information, see Locations 50/74, 8079-002, and 8093-002
expansion units. Press the surfaces of the two latching mechanisms together and tilt the top
of the cover away from the frame to remove it.

g. Record the disk unit locations and then remove them from the disk unit enclosures that you
just uncovered.

Attention: The disk units are sensitive to electrostatic discharge (see Working with
electrostatic discharge-sensitive parts).

h. Remove the screws that hold the disk unit enclosures to the frame.
i. Remove the retaining screws that are located inside the disk unit enclosure.
j. Remove the disk unit enclosures.
k. Remove the screws that hold the center support bracket and shelf for the disk unit and
removable media enclosure to the frame.
. Remove the support bracket and shelf.
m. Remove the base DASD board assembly (DB3).
7. Install the base DASD board assembly by reversing the removal procedure. After exchanging an item,
go to Verifying the repair. This ends the procedure.

Exchanging the control panel in the 50/74, 50/79, 8079-002, and
8093-002 expansion units

Use this procedure to remove or replace the control panel (NB1) in the 50/74, 50/79, 8079-002, and 8093-002
expansion units.

Attention: The control panel is sensitive to electrostatic discharge (see Working with electrostatic
discharge-sensitive parts).

. Power off the expansion unit (see Powering off an expansion unit).

. Disconnect the ac power cords from the expansion unit.

. Open the front cover (see Exchanging the covers in the 50/74, 50/79, 50/94, 52/94, 8079-002,
8093-002, 8094-002, and 82/94 expansion units).

. Pull on the two side fasteners to release the control panel assembly.

. Slide the panel partially out of the frame.

. Disconnect the cables that are attached to the back side of the control panel.

. Remove the control panel from the frame.

. Reverse this procedure to install the new control panel.

. After exchanging an item, go to Verifying the repair. This ends the procedure.
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Parent topic: Removing and replacing parts in the 50/74, 50/79, 8079-002, and 8093-002 expansion units
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Locations 50/79 expansion unit

The following diagram shows field replaceable unit (FRU) layout in the 50/79 expansion unit. Use the diagram
with the information that follows. Service the 50/79 as two independent 50/74 units in the same 1.8 meter rack
(see Locations 50/74, 8079-002, and 8093-002 expansion units).

Attention: After replacing any part on a server or expansion unit, perform Verifying the repair.
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Parent topic: Finding part locations

Locations 05/88 and 50/88 expansion units

Note: The known logical location codes for this unit are listed next to the corresponding physical location in
the following information. If you are working with a logical location code for this unit and it is not listed in the
following information, contact your next level of support.

The following diagram shows field replaceable unit (FRU) layout in the 05/88 and 50/88 expansion units. Use
it with the following tables.

Figure 1. 05/88 and 50/88 expansion units
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The following table provides the components available for callout on the 05/88 and 50/88 expansion units. It
matches those components with the FRU containing the component. The other columns give location
information, a link to a removal and replacement procedure, and additional information.

Attention: After replacing any part on a server or expansion unit, perform Verifying the repair.

Table 1. FRU locations and failing components for 05/88 and 50/88 expansion units

Failing item
removal and
Symbolic failing Link to part replacement
Failing item name item name Physical location code number procedures
Expansion unit TWRCARD Un-CB1 28B8 Exchanging the
backplane MA_BRDG tower card in the
MABRCFG 50/88 and 05/88
e SPCN PPCITWR expansion units
e Card PRI_PCI
enclosure |HSL LNK
or PIOCARD
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backplane |[MASBUST
e Multi-adaptemWWRBKPLT
bridge (all) |WRPLNR
PCI adapter in slot |PIOCARD Un-CB1-C01 Part number Exchanging
1 MASBUS catalog cards
SLOTERR (concurrent) in
the 50/88 and
05/88 expansion
units
PCI adapter in slot |PIOCARD Un-CB1-C02 Part number Exchanging
2 MASBUS catalog cards
SLOTERR (concurrent) in
the 50/88 and
05/88 expansion
units
PCI adapter in slot |PIOCARD Un-CB1-C03 Part number Exchanging
3 MASBUS catalog cards
SLOTERR (concurrent) in
the 50/88 and
05/88 expansion
units
PCl adapter in slot |PIOCARD Un-CB1-C04 Part number Exchanging
4 MASBUS catalog cards
SLOTERR (concurrent) in
the 50/88 and
05/88 expansion
units
PCI adapter in slot |PIOCARD Un-CB1-C05 Part number Exchanging
5 MASBUS catalog cards
SLOTERR (concurrent) in
the 50/88 and
05/88 expansion
units
PCI adapter in slot |PIOCARD Un-CB1-C06 Part number Exchanging
6 MASBUS catalog cards
SLOTERR (concurrent) in
the 50/88 and
05/88 expansion
units
PCI adapter in slot |PIOCARD uUn-CB1-C07 Part number Exchanging
7 MASBUS catalog cards
SLOTERR (concurrent) in
the 50/88 and
05/88 expansion
units
PCI adapter in slot |PIOCARD Un-CB1-C08 Part number Exchanging
8 MASBUS catalog cards
SLOTERR (concurrent) in
the 50/88 and
05/88 expansion
units
PCI adapter in slot |PIOCARD Un-CB1-C09 Part number Exchanging
9 MASBUS catalog cards
SLOTERR (concurrent) in
the 50/88 and
05/88 expansion
units
RIO adapter card  |SIIOADP Un-CB1-C10 Part number Exchanging
SIADPCD catalog cards
e HSL I/O SI_PHB (concurrent) in
adapter the 50/88 and
¢ PCI host 05/88 expansion
bridge units
Problem determination procedures 195



adapter

Service provider information

PCI adapter in slot
11

PIOCARD
MASBUS
SLOTERR

Un-CB1-C11

Part number
catalog

Exchanging
cards
(concurrent) in
the 50/88 and
05/88 expansion
units

PCI adapter in slot
12

PIOCARD
MASBUS
SLOTERR

Un-CB1-C12

Part number
catalog

Exchanging
cards
(concurrent) in
the 50/88 and
05/88 expansion
units

PCI adapter in slot
13

PIOCARD
MASBUS
SLOTERR

Un-CB1-C13

Part number
catalog

Exchanging
cards
(concurrent) in
the 50/88 and
05/88 expansion
units

PCI adapter in slot
14

PIOCARD
MASBUS
SLOTERR

Un-CB1-C14

Part number
catalog

Exchanging
cards
(concurrent) in
the 50/88 and
05/88 expansion
units

PCI adapter in slot
15

PIOCARD
MASBUS
SLOTERR

Un-CB1-C15

Part number
catalog

Exchanging
cards
(concurrent) in
the 50/88 and
05/88 expansion
units

PCI bridge set 1

BRDGSET
BRDGSTH1

Un-CB1-C01
Un-CB1-C02
Un-CB1-C03
Un-CB1-C04

Replace the
cards using the
remove and
replace
procedures
corresponding to
the locations
indicated.

PCI bridge set 2

BRDGSET
BRDGST2

Un-CB1-C05
Un-CB1-C06
Un-CB1-C07
Un-CB1-C08
Un-CB1-C09

Replace the
cards using the
remove and
replace
procedures
corresponding to
the locations
indicated.

PCI bridge set 3

BRDGSET
BRDGST3

Un-CB1-C11
Un-CB1-C12
Un-CB1-C13
Un-CB1-C14
Un-CB1-C15

Replace the
cards using the
remove and
replace
procedures
corresponding to
the locations
indicated.

Power distribution
board

Un-PB1

Part assembly
diagrams for ,
05/88, 50/79,
50/88, and 52/94
expansion units

Exchanging the
power distribution
board in the
50/88 and 05/88
expansion units

Power supply 1
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Un-P0O1

Part assembly
diagrams for ,
05/88, 50/79,
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50/88, and 52/94
expansion units

05/88 expansion
units

Power supply 2 Un-P02 Part assembly Exchanging the
diagrams for , power supplies in
05/88, 50/79, the 50/88 and
50/88, and 52/94 |05/88 expansion
expansion units  |units
Fan 1 Un-B01 Part assembly Exchanging the
diagrams for , air-moving device
05/88, 50/79, (AMD) in the
50/88, and 52/94 |50/88 and 05/88
expansion units |expansion units
Fan 2 Un-B02 Part assembly Exchanging the
diagrams for , air-moving device
05/88, 50/79, (AMD) in the
50/88, and 52/94 |50/88 and 05/88
expansion units |expansion units
Fan controller card |AMDCTRL Un-BB1 Part assembly Exchanging the
diagrams for , AMD controller
05/88, 50/79, card in the 50/88
50/88, and 52/94 |and 05/88
expansion units |expansion units
Display panel Un-NB1 Part number Exchanging the
catalog control panel in
the 50/88 and
05/88 expansion
units
RIO adapter card  |HSL_LNK Un-CB1-C10-00 Part number Exchanging RIO
connector HSL2 catalog cables
HSL2_ xx
HSLH
HSLH_ xx
RIO adapter card |HSL_LNK Un-CB1-C10-01 Part number Exchanging RIO
connector HSL2 catalog cables
HSL2 xx
HSLH
HSLH_xx
Notes:

1. Card positions C01, C05, and C11 are required to be 1/O processors.
2. J11 is an RPO connection, J14 is a uninterruptible power supply connector, J15 is an SPCN 1
connector, and J16 is an SPCN 2 connector.
3. Multi-adapter bridge domains are labeled PCI Bridge Set inside the I/O unit.
4. The following table provides information necessary to identify the IOP to which IOAs are assigned.
+ The left column indicates the domain in which IOA assignment is allowed.
+ The right column is used to determine the IOP to which an IOA is assigned.

+ The first position in the list must be an IOP. The remaining positions may be IOPs or I0As.
IOAs are assigned to the first IOP located to their left in the list. Although IOAs can be
manually reassigned using SST/DST, the IOA assignments return to the default order after

each IPL.

Table 2. Identify the IOP to which IOAs are assigned

Multi-adapter bridge domain / PCI

IOA assighment rules

bridge set
CO01 - C04 Co01, C02, C03, C04
C05 - C09 C05, Co6, C07, C08, C09
C11-C15 C11, C12,C13, C14, C15
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Parent topic: Finding part locations

Exchanging the tower card in the 50/88 and 05/88 expansion units

Use this procedure in conjunction with Powering off an expansion unit to remove or replace the tower card
(CB1) in the 50/88 and 05/88 expansion units.

. Power off the expansion unit (see Powering off an expansion unit).

. Open the rear cover (see Exchanging the covers in the 50/88 and 05/88 expansion units).

. Remove the ac power cord from the expansion unit.

. From the rear of the expansion unit, remove the external cables from the rear of the PCI card
enclosure and note their locations.

. Remove the airflow baffle that is located directly above the PCl card enclosure. Loosen the three
fasteners and slide the airflow baffle out the back side.

. Remove the cables from the front of the PCI card assembly and note their locations.
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Attention: All cards are sensitive to electrostatic discharge (see Working with electrostatic
discharge-sensitive parts).

7. Remove the screws that hold the PCI card enclosure to the frame.
8. Pull the PCI card enclosure out of the frame while lifting the cables clear of the enclosure.
9. Remove the PCI cards from the enclosure and note their locations (see Exchanging cards (dedicated)
in the 50/88 and 05/88 expansion units).
10. Remove the HSL/RIO I/O bridge adapter from the enclosure and note its location.
11. Install the new PCI card enclosure by reversing the above procedure.
12. Reconnect the power cord(s) and/or the power supply cords that you disconnected earlier.

Note: The expansion unit will power on automatically.

13. Perform Setting expansion unit configuration ID and MTMS value and then continue with the next step
of this procedure.
14. Go to Verifying the repair. This ends the procedure.

Parent topic: Removing and replacing parts in the 50/88 and 05/88 expansion units

Exchanging cards (concurrent) in the 50/88 and 05/88 expansion units

Use this procedure to remove or replace cards concurrently in the 50/88 and 05/88 expansion units.

Concurrent/dedicated guidelines

In some cases, you do not need to power down the system to change PCI cards. If you choose to power down
the expansion unit, see Exchanging cards (dedicated) in the 50/88 and 05/88 expansion units. If you use
concurrent maintenance on a partitioned system, follow the procedures from the partition that owns the
resource. If the resource is not owned, follow the procedure from the primary partition.
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For 50/88 and 05/88 IXS cards:

The IXS cards require dedicated maintenance, see Exchanging cards (dedicated) in the 50/88 and 05/88
expansion units.

For 50/88 and 05/88 cards - except IXS cards:

¢ Card positions C01 through C09 and C11 through C15 permit card level concurrent maintenance

using HSM. You can power down the individual card slot.

¢ |f the resource is the load source IOA or the load source IOP, or any other storage IOA/IOP with

critical DASD attached for the system, primary, or secondary partition, follow the on-screen
instructions when you use HSM to power down the IOP or IOA. Instructions to use functions 68 and
69 on the control panel will be included.

¢ [f the resource is the console IOA or the console IOP for the system or primary partition, you cannot

power down the domain.

¢ [f the resource is the console IOA or the console IOP for a secondary partition, then power down the

secondary partition and follow the procedure from the primary partition.

CAUTION:Some laser products contain an embedded Class 3A or Class 3B laser diode. Note the
following information: laser radiation when open. Do not stare into the beam, do not view directly with

optical

instruments, and avoid direct exposure to the beam. (C030)

Attention: If removing the cover while powered on, errors may occur due to electromagnetic interference.

Attention: All cards are sensitive to electrostatic discharge (see Working with electrostatic
discharge-sensitive parts).

(o2& 1N w
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8.
9.

10.
11.
12.

. From the Hardware Service Manager display, select Packaging hardware resources > Hardware

contained in packaging for the frame ID that you are working on.

. Find the card position for the IOA or IOP that you are removing and select Concurrent maintenance.

Attention: If multiple resources are shown with the same card position, one or more of these
resources will show a status of Missing ("?" after the description). Only one resource will be listed as
not missing. Select this resource for the concurrent maintenance operation.

. A listing of the power domain is shown. Find the IOA or IOP that you are removing and select Power

off domain. Everything within the IOA's or IOP's power domain will be powered off .

. To see the status of the power domain, select Display power status.
. Find the 10A or IOP that you are removing and select Toggle LED blink off/on.
. Remove the cover to access the card that you are removing from the system (see Exchanging the

covers in the 50/88 and 05/88 expansion units).

. Look at the power LED for the card that you are removing to ensure that it is powered off. The power

LED is located above or in front of the card slot. If the LED is blinking multiple times per second
(rapidly) or it is off, then the card is powered off.

Remove the rear cover (see Exchanging the covers in the 50/88 and 05/88 expansion units).
Remove the EMC access plate, that is located directly above the card enclosure, by removing the
three thumbscrews and pulling the access plate towards you.

Disconnect and label any cables from the card that you wish to remove.

Turn the latch counterclockwise and lift up on the black latch to release the card.

Remove the card by gently pulling it out.
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13. Install the card in to the system by reversing the card removal procedure.
14. Select Power on domain for the IOA or IOP that you are installing.

Note: To the right of the description field you will see one or both of the following symbols displayed:

+ " indicates the location to which the system will assign the resource.
+ > indicates the location to which the resource was last assigned.

15. Press Enter. The Work with Controlling Resources display will appear.

16. Determine the location where you want to assign the resource and select Assign to for that location.

17. Wait for the Hardware Resource Concurrent Maintenance display to appear with the message
indicating power on complete.

18. After exchanging the failing item, go to Verifying the repair.

19. If you have exchanged a 2766, 2787, or 280E Fibre Channel IOA, the external storage subsystem
must be updated to use the world-wide port name of the new IOA. Refer to Updating the world-wide
port name for a new 2766 or 2787 10A for details. This ends the procedure.

Parent topic: Removing and replacing parts in the 50/88 and 05/88 expansion units

Part assembly diagrams for , 05/88, 50/79, 50/88, and 52/94 expansion
units

Cover assembly for and 50/79 expansion units

Table 1. Cover assembly part numbers for 05/88 and 50/79 expansion units

Index Part number Units Description
1 05N6809 6 Cover, trim kit
2 12K0034 2 Side bezel, trim kit
3 12K0032 1 Top bezel, trim kit
4 97H9754 AR 1 high black EIA filler
4 97H9755 AR 3 high black EIA filler
4 97H9756 AR 5 high black EIA filler
5 05N6478 2 Cover, side

200 Problem determination procedures



Service provider information

6 31L7523 1 Cover, Back

7 12K0024 1 Bottom bezel, trim kit
8 31L8305 1 Tip plate

9 2410558 1 Screw M8x25

Cover assembly for 50/88 expansion unit

Table 2. Cover assembly part numbers for 50/88 expansion unit

Index Part number Units Description

1 21P4986 1 Top cover

2 1621811 6 Screw, M4 (10mm)

3 4410247 1 Back cover

4 3944313 2 Side cover

5 1621811 16 Screw, M4 (10mm)

6 2411069 1 Front cover, lower

7 4410252 1 Front cover, upper

Final assembly for 50/88 expansion unit
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Table 3. Final assembly part numbers for 50/88 expansion unit

Index Part number Units Description
1 04N4523 1 Top wrap assembly
2 00G1268 4 Screws, M4X
3 04N4499 1 Back EMC shield
4 11K1107 1 Air-moving device (AMD) control card
5 04N4500 1 Front EMC shield
6 2410962 1 Display panel assembly
8 00G1268 2 Screws, M4X

Y -

Table 4. Final assembly part numbers for 50/88 expansion unit

Index Part number Units Description
9 00P3918 2 AC power supply

202 Problem determination procedures



Service provider information

10 41L5448 2 Air-moving device

11 21P4894 1 Chassis

12 1621811 6 Screw, M4 (10mm)

13 00P2382 1 Power distribution

14 00G1268 6 Screws, M4X

15 44K0243 1 Cable tray

16 4115206 1 Cover

17 00G1268 2 Screw, M4X

18 53P2354 AR PCI node board assembly
19 00G1268 6 Screw, M4X

20 04N4498 1 Mounting bracket

21 1621811 2 Screw, M4 (10mm)

NA 04N3038 AR Power supply to PDU line cord
NA 21P6094 AR Miscellaneous power cable
NA 4115650 AR SPCN cable

NA 4115649 AR Display panel cable

NA 4115652 AR Fan control cable

Optional hardware assembly for 50/79, and 52/94 expansion units

Table 5. Optional hardware assembly part numbers for 50/79, and 52/94 expansion units

Index

1

Problem determination procedures

Part number Units Description

00P2200 1 Type 6 power distribution unit single phase U.S.

00P2201 1 Type 6 power distribution unit two phase

00P2202 1 Type 6 power distribution unit three phase

00P2203 1 Type 6 power distribution unit single phase World
Trade

00P3663 Type 7 Power distribution panel (1 Phase)

00P3665 1 Type 7 Power distribution panel (1 Phase World
Trade)

00P3667 1 Type 7 Power distribution panel (3 Phase World
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Trade)
2 74F1823 4 Nut clip
3 1624779 4 Screw
5 1624779 16 Screw

Parent topic: Part assembly diagrams

Exchanging the power distribution board in the 50/88 and 05/88
expansion units

Use this procedure to remove or replace the power distribution board (PB1) in the 50/88 and 05/88 expansion

units.

AW
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. Remove the top, front, and rear covers (see Exchanging the covers in the 50/88 and 05/88 expansion

units).

. Power off the expansion unit (see Powering off an expansion unit). Pull the power plugs that run from

the unit to the ac box of the lower unit.

. Remove the center top plate.
. Remove the two power supplies (see Exchanging the power supplies in the 50/88 and 05/88

expansion units).

. From the top of the unit, remove and label the cables that connect to the power distribution board.
. Remove the screws that secure the power distribution board to the expansion unit.

. Pull the power distribution board out through the top of the expansion unit.

. Install the new power distribution backplane by reversing this procedure.

. After exchanging an item, go to Verifying the repair. This ends the procedure.

Parent topic: Removing and replacing parts in the 50/88 and 05/88 expansion units

Exchanging the power supplies in the 50/88 and 05/88 expansion units

Use this procedure to remove or replace the power supplies (P01 and P02) in the 50/88 and 05/88 expansion

units.

Note: Remove and replace only one power supply at a time.

Attention: Do not power off the system if it is powered on. This procedure can be performed concurrently.
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. Open the front cover (see Exchanging the covers in the 50/88 and 05/88 expansion units).

. Remove the ac line cord from the power supply being replaced.

. Pull down on the docking handle located in the front of the power supply, to release the power supply
from the expansion unit.

. Remove the power supply.

. Remove the air moving device (AMD) from the power supply by pulling out on the latch knob and
sliding the AMD to the left (towards the latch).

. Install the new power supply by reversing this procedure.
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Attention: Do not use excessive force when installing the new power supply into the system. Insert
the power supply until it engages the frame, then lift the docking handle to lock the power supply into
place.

7. After exchanging an item, go to Verifying the repair. This ends the procedure.

Parent topic: Removing and replacing parts in the 50/88 and 05/88 expansion units

Exchanging the air-moving device (AMD) in the 50/88 and 05/88
expansion units

Use this procedure to remove or replace the air-moving device (AMD) (BO1 and B02) in the 50/88 and 05/88
expansion units.

Attention: Since this procedure can be performed concurrently, you do not need to power off the unit if it is
already powered on.

. Remove the front cover (see Exchanging the covers in the 50/88 and 05/88 expansion units).

. Remove the upper EMC access plate.

. Remove the ac line cord from the power supply attached to the AMD being replaced.

. Remove the power supply that has the defective AMD attached by pulling down on the docking
handle, and sliding the power supply with the two AMDs attached out of the expansion unit.

. Remove the AMD from the power supply by pulling out on the latch knob and sliding the AMD to the
left towards the latch.

6. Install the new AMD by reversing this removal procedure.

AN =
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Attention: Do not use excessive force when installing the new power supply into the system. Insert
the power supply until it engages the frame, then lift the docking handle to lock the power supply into
place.

7. After exchanging an item, go to Verifying the repair. This ends the procedure.

Parent topic: Removing and replacing parts in the 50/88 and 05/88 expansion units
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Exchanging the AMD controller card in the 50/88 and 05/88 expansion
units

Use this procedure to remove or replace the air moving device (AMD) controller card (BB1) in the 50/88 and
05/88 expansion units.

1. Power off the PCI expansion unit (see Powering off an expansion unit).

2. Disconnect the two ac power cords from the ac box.

3. Remove the rear cover (see Exchanging the covers in the 50/88 and 05/88 expansion units).

4. Remove the EMC access plate over the card enclosure by loosening the thumbscrews and pulling it
toward you.

5. Unclip and remove the cable by pressing down on the cable retainers to eject it.

6. Remove the AMD controller card by pulling out on the latch knob and sliding the card back toward

you.
7. Install the new AMD controller card by reversing this removal procedure. After exchanging an item, go
to Verifying the repair. This ends the procedure.

Parent topic: Removing and replacing parts in the 50/88 and 05/88 expansion units

Exchanging the control panel in the 50/88 and 05/88 expansion units

Use this procedure to remove or replace the control panel (NB1) in the 50/88 and 05/88 expansion units.

CAUTION:The system contains circuit cards, assemblies, or both that contain lead solder. To avoid
the release of lead (Pb) into the environment, do not burn. Discard the circuit card as instructed by
local regulations. (C014)

Attention: The control panel is sensitive to electrostatic discharge (see Working with electrostatic
discharge-sensitive parts).

1. Power down the expansion unit (see Powering off an expansion unit). Pull the power plugs that run
from the expansion unit to the AC box of the unit below.

. Open the front cover (see Exchanging the covers in the 50/88 and 05/88 expansion units).

. Pull on the two side fasteners to release the control panel assembly.

. Slide the panel partially out of the unit.

. Disconnect the cables that are attached to back side of the control panel.

. Remove the control panel from the unit.

. Install the new control panel by reversing this procedure. After exchanging an item, go to Verifying the
repair. This ends the procedure.

NO O WN
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Parent topic: Removing and replacing parts in the 50/88 and 05/88 expansion units

Locations 50/94, 52/94, 8094-002, 82/94, and 91/94 expansion unit

Note: The known logical location codes for this unit are listed next to the corresponding physical location in
the following information. If you are working with a logical location code for this unit and it is not listed in the
following information, contact your next level of support.

The following diagram shows FRU layout in the 50/94 expansion unit. Use it with the following tables.
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Note: Do not install power supplies PO0 and P01 ac jumper cables on the same ac module.

The following table gives the components available for callout on the 50/94, 52/94, 8094-002, 82/94, and
91/94 expansion units. It matches those components with the FRU containing the component. The other

columns give location information, a link to a removal and replacement procedure, and additional comments.

Attention: After replacing any part on a server or expansion unit, perform Verifying the repair.

Table 1. FRU locations and failing components for 50/94, 52/94, 8094-002,82/94, and 91/94 expansion units

Failing item | Symbolic FRU | Physical location Link to part Failing item removal and
name name code number replacement procedures
Expansion unit |[TWRCARD Un-CB1 28B7 Exchanging the backplane
backplane MA_BRDG in the 50/94 and 82/94
MABRCFG expansion units

e SPCN |PPCITWR
¢ Card PRI_PCI
enclosuregHSL LNK

or PIOCARD
backplandlASBUS
TWRBKPL
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e Multi-adaptéRPLNR
bridge
(all)
PCIl adapter in  |PIOCARD Un-CB1-C01
slot 1 MASBUS
SLOTERR
PCl adapter in  |PIOCARD Un-CB1-C02
slot 2 MASBUS
SLOTERR
PCl adapter in  |PIOCARD Un-CB1-C03
slot 3 MASBUS
SLOTERR
PCl adapter in  |PIOCARD Un-CB1-C04
slot 4 MASBUS
SLOTERR Part number PCI adapter in the
PCl adapter in  |PIOCARD Un-CB1-C05 catalog Installing hardware topic.
slot 5 MASBUS
SLOTERR
PCl adapter in  |PIOCARD Un-CB1-C06
slot 6 MASBUS
SLOTERR
PCl adapter in  |PIOCARD Un-CB1-C07
slot 7 MASBUS
SLOTERR
PCl adapter in  |PIOCARD Un-CB1-C08
slot 8 MASBUS
SLOTERR
PCl adapter in  |PIOCARD Un-CB1-C09
slot 9 MASBUS
SLOTERR
RIO adapter SIIOADP Un-CB1-C10 2886, 2887, FC 5074, FC 5079, FC
card SIADPCD 28E7 5094, FC 5294 - Cards
S|_PHB (dedicated)
e HSL I/O
adapter
e PCI
host
bridge
adapter
PCl adapter in  |PIOCARD Un-CB1-C11
slot 11 MASBUS
SLOTERR
PCl adapter in  |PIOCARD Un-CB1-C12
slot 12 MASBUS
SLOTERR
PCl adapter in |PIOCARD Un-CB1-C13 Part number PCl adapterinthe
slot 13 MASBUS catalog Installing hardware topic.
SLOTERR
PCl adapter in  |PIOCARD Un-CB1-C14
slot 14 MASBUS
SLOTERR
PCl adapter in  |PIOCARD Un-CB1-C15
slot 15 MASBUS
SLOTERR
PCI bridge set 1 |BRDGSET Un-CB1-C01
BRDGST1 Un-CB1-C02
Un-CB1-C03
Un-CB1-C04 Replace the cards using
PCl bridge set 2 [BRDGSET ~ |Un-CB1-C05 the removal and
BRDGST2 Un-CB1-C06 replacement procedures

corresponding to the

Ioceglons indicated
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Un-CB1-C07
Un-CB1-C08
Un-CB1-C09
PCI bridge set 3 |BRDGSET Un-CB1-C11
BRDGST3 Un-CB1-C12
Un-CB1-C13
Un-CB1-C14
Un-CB1-C15
Fan 1 Un-B0O1 Part assembly
. diagrams for
Fan2 un-Boz 50/74,50/94, | o
xchanging air moving
82/94, gnd 91./ 94 devices in the 50/94 and
expanSIOn unlts 09 /QA Anvnancinn rinite
Power board Un-PB1 Part assembly Exchanging the power
diagrams for distribution backplane in
50/74, 50/94, the 50/94 and 82/94
82/94, and 91/94 |expansion units
expansion units
AC module 1 Un-A01 Exchanging ac modules in
AC module 2 Un-A02 the 50/94 and 82/94
expansion units (single line
Power parts cord) or Exchanging ac
modules in the 50/94 and
82/94 expansion units (dual
line cord)
Power supply 0 Un-P00
(dual line cord
only)
Power supply 1 Un-P01 Part assembly
(single or dual diagrams for Exchanging power supplies
line cord) 50/74, 50/94, in the 50/94 and 82/94
Power supply 2 Un-P02 82/94, and 91/94 |expansion units
(Sing|e or dual expansion units
line cord)
Power supply 3 Un-P03
(single or dual
line cord)
Device board 1 Un-DB1 Exchanging device boards
. i (DB1 and DB2) in the
Device board 2 Un-DB2 28CC 50/94 and 82/94 expansion
units
Device board 3 Un-DBS3 28CB Exchanging device board
(DB3) in the 50/94 and
82/94 expansion units
Display panel Un-NB1 247B Exchanging the control
panel in the 50/94 and
82/94 expansion units
Disk units 1 5 Un-DB1-D01 Part number Disk unit recovery
Un-DB1-D02 catalog procedures
Un-DB1-D03
Un-DB1-D04
Un-DB1-D05
Disk units 6 10 Un-DB2-D06 Part number Disk unit recovery
Un-DB2-D07 catalog procedures
Un-DB2-D08
Un-DB2-D09
Un-DB2-D10
Disk units Un-DB1-D11 Part number Disk unit recovery
11 15 Un-DB1-D12 catalog procedures
Un-DB1-D13
Un-DB1-D14
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Un-DB1-D15
Disk units Un-DB2-D16 Part number Disk unit recovery
16 20 Un-DB2-D17 catalog procedures
Un-DB2-D18
Un-DB2-D19
Un-DB2-D20
Disk units Un-DB1-D21 Part number Disk unit recovery
21 25 Un-DB1-D22 catalog procedures
Un-DB1-D23
Un-DB1-D24
Un-DB1-D25
Disk units Un-DB2-D26 Part number Disk unit recovery
26 30 Un-DB2-D27 catalog procedures
Un-DB2-D28
Un-DB2-D29
Un-DB2-D30
Disk units Un-DB3-D31 Part number Disk unit recovery
31 40 Un-DB3-D32 catalog procedures
Un-DB3-D33
Un-DB3-D34
Un-DB3-D35
Un-DB3-D36
Un-DB3-D37
Un-DB3-D38
Un-DB3-D39
Un-DB3-D40
edi (cpica)
Media (tape) Un-DB3-D42 catalog Installing hardware topic.
Disk units Un-DB3-D46 Part number Disk unit recovery
46 50 Un-DB3-D47 catalog procedures
Un-DB3-D48
Un-DB3-D49
Un-DB3-D50
RIO/HSL HSL_LNK Un-CB1-C10-00
adapter card HSL2
connector HSL2_xx
HSLH
HSLH_xx Part number .
— Exchanging RIO cables
RIO/HSL HSL_LNK Un-CB1-C10-01 catalog ane
adapter card HSL2
connector HSL2_ xx
HSLH
HSLH xx
Notes:

1. Card positions C01, C05, and C11 are required to be 1/O processors.

2. J11 is an RPO connection, J14 is an uninterruptible power supply connector, J15 is an SPCN 1

connector, and J16 is an SPCN 2 connector.

3. Multi-adapter bridge domains are labeled PCI Bridge Set inside the I/O unit.
4. The following table provides information necessary to identify the IOP to which IOAs are assigned.
+ The left column indicates the domain in which IOA assignment is allowed.
+ The right column is used to determine the IOP to which an IOA is assigned.
+ The first position in the list must be an IOP. The remaining positions may be IOPs or IOAs.
IOAs are assigned to the first IOP located to their left in the list. Although IOAs can be
manually reassigned using SST/DST, the IOA assignments return to the default order after

each IPL.

Table 2. Identify the IOP to which IOAs are assigned

210

Problem determination procedures



Service provider information

Multi-adapter bridge domain / PCI bridge set IOA assignment rules
C01 - C04 Co01, C02, C03, C04
C05 - C09 C05, C06, C07, C08, C09
C11-C15 C11,C12,C13, C14, C15

Parent topic: Finding part locations

Exchanging the backplane in the 50/94 and 82/94 expansion units

Use this procedure in conjunction with Powering off an expansion unit to remove or replace the backplane in
the 50/94 and 82/94 expansion units.

1. Power off the expansion unit using Powering off an expansion unit.

Note: The primary 1/O unit backplane cannot be replaced concurrently.

2. Open the rear cover (see Exchanging the covers in the 50/74, 50/79, 50/94, 52/94, 8079-002,
8093-002, 8094-002, and 82/94 expansion units).
3. Disconnect the plugs to each power supply.
4. From the rear of the expansion unit do the following:
a. Remove the external cables from the rear of the PCI card enclosure and note their locations.
b. Remove the EMC access plate that is located directly above the PCI card enclosure. Press
the surfaces of the two latching mechanisms together and tilt the top of the cover away from
the frame to remove it.
c. Remove the cables from the top of the PCI cards and note their locations.

Attention: All cards are sensitive to electrostatic discharge (see Working with electrostatic
discharge-sensitive parts).

. Remove the screws that hold the PCI card enclosure to the frame.

e. Pull the PCI card enclosure partially out of the frame while lifting the cables clear of the
enclosure.

f. Press the release mechanism that is located along the top right side of the enclosure and
carefully slide the enclosure towards you. Make sure that the cables are clear of the
enclosure.

5. Remove the PCI cards from the enclosure and note their locations (see Exchanging cards (dedicated)
in the 50/74, 50/79, 50/94, 52/94, 8079-002, 8093-002, 8094-002, and 82/94 expansion units).

6. Install the new PCI card enclosure by reversing the above procedure. Then continue with the next
step.

7. Reconnect the power cord(s) and/or the power supply cords that you disconnected earlier.

o

Note: The expansion unit will power on automatically.

8. Perform Setting expansion unit configuration ID and MTMS value and then continue with the next step
of this procedure.
9. Go to Verifying the repair. This ends the procedure.

Problem determination procedures 211



Service provider information

Parent topic: Removing and replacing parts in the 50/94, 52/94, and 82/94 expansion units

Exchanging air moving devices in the 50/94 and 82/94 expansion units

Use this procedure to remove or replace an air moving device (AMD) (B01 and B02) in the 50/94 and 82/94
expansion units.

Note: Since this procedure can be performed concurrently, you do not need to power down the expansion unit
if it is powered on.

1. Open the rear cover (see Exchanging the covers in the 50/74, 50/79, 50/94, 52/94, 8079-002,
8093-002, 8094-002, and 82/94 expansion units).

2. Remove the EMC access plate located directly above the PCI card enclosure. Press the surfaces of
the two latches together and tilt the top of the cover away from the rack to remove it.

3. Remove the screw from the AMD door assembly for the AMD that you are replacing.

4. Remove the AMD assembly by sliding it out of the enclosure while holding the AMD access plate
open.

5. Install the new AMD by reversing this procedure. The new AMD will automatically power on when it is
installed.

6. After exchanging an item, go to Verifying the repair. This ends the procedure.

Parent topic: Removing and replacing parts in the 50/94, 52/94, and 82/94 expansion units

Exchanging the power distribution backplane in the 50/94 and 82/94
expansion units

Use this procedure to remove or replace the power distribution backplane (PB1) in the 50/94 and 82/94
expansion units.

1. You must remove both device boards DB1 and DB2 before continuing with this procedure. Perform
Exchanging device boards (DB1 and DB2) in the 50/94 and 82/94 expansion units for each
backplane. After you have removed both device boards, return here and continue with the next step of
this procedure.

2. Remove the rear cover (see Exchanging the covers in the 50/74, 50/79, 50/94, 52/94, 8079-002,
8093-002, 8094-002, and 82/94 expansion units).

3. Remove the PCI drawer (see Exchanging the backplane in the 50/94 and 82/94 expansion units).

4. Remove the ac module (see Exchanging ac modules in the 50/94 and 82/94 expansion units (single
line cord) or Exchanging ac modules in the 50/94 and 82/94 expansion units (dual line cord)).

5. Remove all power supplies in the unit you are working on (see Exchanging power supplies in the
50/94 and 82/94 expansion units).

6. Remove the screws from the power subframe assembly.

7. From the front of the unit, reach through and remove the cables from the backside of the power
distribution backplane and note their locations.

8. From the rear of the unit, remove the mounting screws that hold the power distribution backplane to
the unit.

9. Pull the power distribution backplane slightly towards you and lift it up to remove it from the unit.
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10. Install the new power distribution backplane by reversing this procedure.

Attention: Do not install power supplies PO0 and P01 ac jumper cables on the same ac input module.

11. After exchanging an item, go to Verifying the repair. This ends the procedure.

Parent topic: Removing and replacing parts in the 50/94, 52/94, and 82/94 expansion units

Exchanging ac modules in the 50/94 and 82/94 expansion units (dual
line cord)

Use this procedure to remove or replace an ac module (A0O1 and A02) in the dual line cord 50/94 and 82/94
expansion units.

Note: Since this procedure can be performed concurrently, you do not need to power down the expansion unit
if it is powered on.

1. Open the rear cover (see Exchanging the covers in the 50/74, 50/79, 50/94, 52/94, 8079-002,
8093-002, 8094-002, and 82/94 expansion units).

2. Trace and disconnect the ac input line cord that connects to the ac module that needs replacing (see
Locations 50/94, 52/94, 8094-002, 82/94, and 91/94 expansion unit).

Attention: Do not disconnect the other system ac line cord when powered on.

3. Disconnect the power supply jumper cords from the ac module that you are working on.

Attention: Do not disconnect the other expansion unit ac module power supply jumper cords.
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4. Remove the left and right screws that hold the ac module to the expansion unit.
5. Remove the ac module unit.
6. Install the new ac module by reversing this procedure.

Note: Do not install power supplies PO0 and P01 ac jumper cables on the same ac input module.

7. After exchanging an item, go to Verifying the repair. This ends the procedure.

Parent topic: Removing and replacing parts in the 50/94, 52/94, and 82/94 expansion units

Exchanging power supplies in the 50/94 and 82/94 expansion units

Use this procedure to remove or replace a power supply (P00, P01, P02, P03) in the 50/94 and 82/94
expansion units.

Note: Since this procedure can be performed concurrently, you do not need to power down the expansion unit
if it is powered on.

1. Open the rear cover (see Exchanging the covers in the 50/74, 50/79, 50/94, 52/94, 8079-002,
8093-002, 8094-002, and 82/94 expansion units).

. Disconnect the ac power jumper cord from the unit you are replacing.

. Remove the bottom screw (if installed).

. Rotate the handle from right to left to release the power supply.

A WN

CAUTION:The power distribution outlets provide 200 to 240 V ac. Use these outlets only for
devices that operate within this voltage range. (C021)

5. Remove the power supply.

Figure 1. Removing the power supply - P00, P01, P02, P03
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6. Install the new power supply by reversing this procedure.

Attention: Do not forcibly insert the power supply in when installing it. Insert it until the power supply
engages the unit, then rotate the handle from left to right.

Attention: Do not install power supplies PO0 and P01 ac jumper cables on the same ac input module.

7. After exchanging an item, go to Verifying the repair. This ends the procedure.

Parent topic: Removing and replacing parts in the 50/94, 52/94, and 82/94 expansion units

Exchanging device boards (DB1 and DB2) in the 50/94 and 82/94
expansion units

Use this procedure to remove or replace a device board (DB1 and DB2) in the 50/94 and 82/94 expansion
units.

1. Power off the expansion unit (see Powering off an expansion unit).
2. Disconnect the power cord from the expansion unit.
3. Open the front cover (see Exchanging the covers in the 50/74, 50/79, 50/94, 52/94, 8079-002,
8093-002, 8094-002, and 82/94 expansion units).
4. From the front of the expansion unit, perform the following:
a. Remove the EMC access plates from the disk unit enclosures that are located in front of the
board that you are replacing (see Locations 50/94, 52/94, 8094-002, 82/94, and 91/94
expansion unit). Press the surfaces of the two latching mechanisms together and tilt the top of
the cover away from the frame to remove it.
b. Record the locations of the disk units and then remove them from the disk unit enclosures
that you just uncovered.

Attention: The disk units are sensitive to electrostatic discharge (see Working with
electrostatic discharge-sensitive parts).
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c. Remove the screws that hold the disk unit cage assembly to the frame.
d. Remove the two retaining screws that are located inside of the disk unit cage assembly (the
top right and bottom left corners).
e. Remove the disk unit cage assembilies.
f. Remove the screws that hold the DASD shelf to the frame.
g. Remove the DASD shelf from the frame.
5. Remove the retaining screw that is holding the device board assembly to the frame.
6. Pull the device board assembly out until it slides off the guide pins, then rotate the device board
assembly 90 degrees. Note the locations of the cables that are located on the backside of the board
assembly, and then remove the cables.

Note: Both ends of the ribbon cables are marked LH or RH, indicating that one end of the cable is
plugged in to either the left-hand (DB1) or right-hand (DB2) device board assembly. The other end of
the cable is plugged in to either the left-most (LH) or right-most (RH) DASD controller card. The
cables will cross in the center of the tower.

Figure 1. Device board cabling

by .
7. Remove the device board assembly.
8. Install the new device board assembly by reversing this remove procedure.
9. After exchanging an item, go to Verifying the repair. This ends the procedure.

Parent topic: Removing and replacing parts in the 50/94, 52/94, and 82/94 expansion units

Exchanging device board (DB3) in the 50/94 and 82/94 expansion units

Use this procedure to remove or replace a device board (DB3) in the 50/94 and 82/94 expansion units.

1. Power off the expansion unit (see Powering off an expansion unit).
2. Disconnect the power cord from the expansion unit.
3. Open the rear cover (see Exchanging the covers in the 50/74, 50/79, 50/94, 52/94, 8079-002,
8093-002, 8094-002, and 82/94 expansion units).
4. From the rear of the expansion unit do the following:
a. Remove the EMC access plate that is located directly above the tower card enclosure. Press
the surfaces of the two latching mechanisms together and tilt the top of the cover away from
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the frame to remove it.
b. Remove the cables from the disk unit controller cards (IOAs) that are located inside the PCI
card enclosure and note their locations.

Note: Both ends of the ribbon cables are marked LH or RH, indicating that one end of the
cable is plugged in to either the left-hand (DB1) or right-hand (DB2) DASD board assembly.
The other end of the cable is plugged in to either the left-most (LH) or right-most (RH) DASD
controller card. The cables will cross in the center of the tower.

c. Remove the screws that hold the tower card enclosure to the frame.

d. Pull the tower card enclosure partially out of the frame while lifting the cables clear of the
enclosure.

e. Press the release mechanism that is located along the top right side of the enclosure and
carefully slide the enclosure towards you. Make sure that the cables are clear of the
enclosure.

f. Remove the tower card enclosure from the frame.

g. Remove the screws from the EMC access plate that is located inside the frame and directly
above the power distribution board.

h. Remove the EMC access plate.

i. Reach through the opening and remove the cables from the backside of the base device
board assembly (DB3).
5. Open the front cover (see Exchanging the covers in the 50/74, 50/79, 50/94, 52/94, 8079-002,
8093-002, 8094-002, and 82/94 expansion units).
6. From the front of the expansion unit do the following:

a. Note the removable media locations and then remove them by pulling out on the handles that
are located on each side of the unit.

b. Remove the control panel by pulling on the handles that are located on each side of the unit
and sliding it partially out of the unit. Then, unplug the cable from the rear of the control panel
(see Exchanging the control panel in the 50/94 and 82/94 expansion units).

c. Unplug the control panel cable from the base device board assembly (DB3).

d. Remove the two retaining screws that are located inside of the removable media enclosure
(the top right and lower left corners).

e. Remove the removable media enclosure.

f. Remove the EMC access plates from the disk unit enclosures that are located in front of the
device board (DB3) (see Locations 50/94, 52/94, 8094-002, 82/94, and 91/94 expansion unit).
Press the surfaces of the two latching mechanisms together and tilt the top of the cover away
from the frame to remove it.

g. Record the disk unit locations and then remove them from the disk unit enclosures that you
just uncovered.

Attention: The disk units are sensitive to electrostatic discharge (see Working with
electrostatic discharge-sensitive parts).

h. Remove the screws that hold the disk unit enclosures to the frame.
i. Remove the retaining screws that are located inside the disk unit enclosure.
j- Remove the disk unit enclosures.
k. Remove the screws that hold the center support bracket and shelf for the disk unit and
removable media enclosure to the frame.
I. Remove the support bracket and shelf.
m. Remove the base device board assembly (DB3).
7. Install the new base device board assembly by reversing this removal procedure.
8. After exchanging an item, go to Verifying the repair. This ends the procedure.

Parent topic: Removing and replacing parts in the 50/94, 52/94, and 82/94 expansion units

Exchanging the control panel in the 50/94 and 82/94 expansion units
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Use this procedure to remove or replace the control panel (NB1) in the 50/94 and 82/94 expansion units.

Attention: The control panel is sensitive to electrostatic discharge (see Working with electrostatic
discharge-sensitive parts).

. Power off the expansion unit (see Powering off an expansion unit).

. Disconnect the ac power cord from the expansion unit. Note that dual line cord units have two power
cords.

. Open the front cover (see Exchanging the covers in the 50/74, 50/79, 50/94, 52/94, 8079-002,
8093-002, 8094-002, and 82/94 expansion units).

. Pull on the two side fasteners to release the control panel assembly.

. Slide the panel partially out of the frame.

. Disconnect the cables that are attached to the backside of the control panel.

. Remove the control panel from the frame.

. Reverse the above procedure to install the new panel.

. After exchanging an item, go to Verifying the repair. This ends the procedure.
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Parent topic: Removing and replacing parts in the 50/94, 52/94, and 82/94 expansion units

Locations 05/95 and 50/95 expansion units

Note: The known logical location codes for this unit are listed next to the corresponding physical location in
the following information. If you are working with a logical location code for this unit and it is not listed in the
following information, contact your next level of support.

The following diagrams show field replaceable unit (FRU) layout in the 05/95 and 50/95 expansion units. Use
them with the following tables.

Figure 1. 50/95 expansion unit
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Figure 2. 05/95 expansion unit
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The following table gives the components available for callout on the 05/95 and 50/95 expansion units. It
matches those components with the FRU containing the component. The other columns give location
information, a link to a removal and replacement procedure, and additional information.

Attention: After replacing any part on a server or expansion unit, perform Verifying the repair.

Table 1. FRU locations and failing components for 05/95 and 50/95 expansion units

IPHAUBOS-0

Problem determination procedures

219



Service provider information

220

Failing item Symbolic FRU Physical Link to part Failing item removal and
name name location number replacement procedures
code
Backplane TWRCARD Un-CB1 28BE Exchanging the I/O backplane
MA_BRDG assembly in the 50/95, 05/95, and
e SPCN |MABRCFG 11D/20 expansion units
e Card PPCITWR
enclosur¢PRI_PCI
or HSL_LNK
backpland’lOCARD
e Multi-ada&SBUS
bridge |TWRBKPL
(all)
PCl adapter in  |PIOCARD Un-CB1-C01 |Part number PCI adapter
slot 1 MASBUS catalog
SLOTERR
PCl adapter in  |PIOCARD Un-CB1-C02 |Part number PCI adapter
slot 2 MASBUS catalog
SLOTERR
PCl adapter in  |PIOCARD Un-CB1-C03 |Part number PCI adapter
slot 3 MASBUS catalog
SLOTERR
PCl adapter in  |PIOCARD Un-CB1-C04 |Part number PCI adapter
slot 4 MASBUS catalog
SLOTERR
RIO adapter SIIOADP Un-CB1-C05 |2886 288728E7 |Exchanging the RIO card
card SIADPCD
SI_PHB
e HSL I/O
adapter
*RIO
host
bridge
adapter
PCl adapter in  |PIOCARD Un-CB1-C06 |Part number PCI adapter
slot 6 MASBUS catalog
SLOTERR
PCl adapter in  |PIOCARD Un-CB1-C07 |Part number PCI adapter
slot 7 MASBUS catalog
SLOTERR
PCIl adapter in  |PIOCARD Un-CB1-C08 |Part number PCIl adapter
slot 8 MASBUS catalog
SLOTERR
PCI bridge set 1 [BRDGSET Un-CB1-C01 Replace the system backplane and
BRDGSTH1 Un-CB1-C02 cards using the remove and replace
Un-CB1-C03 procedures corresponding to the
Un-CB1-C04 locations indicated.
PCI bridge set 2 |BRDGSET Un-CB1-C06 Replace the system backplane and
BRDGST2 Un-CB1-C07 cards using the remove and replace
Un-CB1-C08 procedures corresponding to the
locations indicated.
Fan 1 Un-BO1 Part assembly Exchanging fans in the 50/95, 05/95,
diagrams for and 11D/20 expansion units
05/95 and 50/95
expansion units
Fan 2 Un-B02 Part assembly Exchanging fans in the 50/95, 05/95,
diagrams for and 11D/20 expansion units
05/95 and 50/95
expansion units
Fan 3 Un-B03 Part assembly Exchanging fans in the 50/95, 05/95,

diagrams for

and 11D/20 expansion units
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05/95 and 50/95
expansion units

Fan 4 Un-B04 Part assembly Exchanging fans in the 50/95, 05/95,
diagrams for and 11D/20 expansion units
05/95 and 50/95
expansion units
Disk unit 1 Un-DB1-D01 |Part number Disk drive
catalog
Disk unit 2 Un-DB1-D02 |Part number Disk drive
catalog
Disk unit 3 Un-DB1-D03 |Part number Disk drive
catalog
Disk unit 4 Un-DB1-D04 |Part number Disk drive
catalog
Disk unit 5 Un-DB1-D05 |Part number Disk drive
catalog
Disk unit 6 Un-DB1-D06 |Part number Disk drive
catalog
Disk unit 7 Un-DB2-D07 |Part number Disk drive
catalog
Disk unit 8 Un-DB2-D08 |Part number Disk drive
catalog
Disk unit 9 Un-DB2-D09 |Part number Disk drive
catalog
Disk unit 10 Un-DB2-D10 |Part number Disk drive
catalog
Disk unit 11 Un-DB2-D11 |Part number Disk drive
catalog
Disk unit 12 Un-DB2-D12 |Part number Disk drive
catalog
Power supply 1 Un-PO1 Part assembly Power supply
diagrams for
05/95 and 50/95
expansion units
Power supply 2 Un-P02 Part assembly Power supply
diagrams for
05/95 and 50/95
expansion units
Device board 1 Un-DB1 28B9 Exchanging disk drive backplane in
the 50/95, 05/95, and 11D/20
expansion units
Device board 2 Un-DB2 28B9 Exchanging disk drive backplane in
the 50/95, 05/95, and 11D/20
expansion units
Display panel Un-NB1 250C Exchanging the control panel in the
50/95, 05/95, and 11D/20 expansion
units
RIO adapter HSL_LNK Un-CB1-CO5-(®art number Exchanging RIO cables
card connector |HSL2 catalog
(bottom HSL2_xx
connector) HSLH
HSLH_ xx
RIO adapter HSL_LNK Un-CB1-C05-(Part number Exchanging RIO cables
card connector |HSL2 catalog
HSL2 xx
HSLH
HSLH_ xx
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3
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. Card positions C01 and C06 are required to be I/O processors.
.J11 is an RPO connection, J14 is a uninterruptible power supply connector, J15 is an SPCN 1
connector, and J16 is an SPCN 2 connector.
. Multi-adapter bridge domains are labeled PCI Bridge Set inside the expansion unit.
. The following table provides information necessary to identify the IOP to which IOAs are assigned.
+ The left column indicates the domain in which IOA assignment is allowed.
+ The right column is used to determine the IOP to which an IOA is assigned.
+ The first position in the list must be an IOP. The remaining positions may be IOPs or I0As.
IOAs are assigned to the first IOP located to their left in the list. Although IOAs can be
manually reassigned using SST/DST, the IOA assignments return to the default order after
each IPL.
Table 2. Identify the IOP to which IOAs are assigned

Multi-adapter bridge domain / PCI IOA assignment rules
bridge set
CO01 - C04 Co01, C02, C03, C04
CO06 - C08 Co06, C07, CO8

topic: Finding part locations

Exchanging the I/O backplane assembly in the 50/95, 05/95, and 11D/20
expansion units

Use thi

s procedure in conjunction with Powering off an expansion unit to remove or replace the I/O backplane

assembly in the 50/95, 05/95, and 11D/20 expansion units.

—_

QOWooN® (62 ¢ “N¢b)

—_

12.

13.
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. Record the activated firmware level of the server for use in this procedure. The activated firmware
level of the server can be found in the upper-right corner of the ASMI utility.

. If this is a 7311-D20 expansion unit connected to a server with an activated firmware level that is
earlier than SF235, the partitions that own slots in the expansion unit must be powered off during this
procedure. Power the partitions off now. This power-off action can be accomplished by powering off
individual partitions, or powering off the server.

. Power off the expansion unit (see Powering off an expansion unit).

. Remove the ac power cord(s) from the expansion unit.

. If you are servicing a rack-mounted unit, place the unit in the service position (see Place the
rack-mounted system or expansion unit in the service position).

. Remove the side cover (see Exchanging covers in the 50/95 and 05/95 expansion units).

. Remove the PCI card access cover.

. Remove the PCI cards, RIO I/O bridge adapter, and the card dividers.

. Remove the power supplies.

. Remove the five screws (three from the side and two from the back) that hold the backplane to the
expansion unit. Notice the aligning pins near the top of the board, and the power connections near the
bottom of the board, for use later when you reinstall the board.

. Install the new backplane by reversing the procedure described in steps 5 to 10.

Reconnect the power cord(s) and/or the power supply cords that you disconnected earlier.

Note: If the server is powered on, the expansion unit will power on automatically.

Perform Setting expansion unit configuration ID and MTMS value and then continue with the next step
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of this procedure.

Note: If this is a 7311-D20 expansion unit connected to a server with an activated firmware level that
is lower than SF235, and the server is currently powered off, when instructed to power on the server
in Setting expansion unit configuration ID and MTMS value it must be powered on to firmware
standby, not firmware running.

If this is a 7311-D20 expansion unit connected to a server with an activated firmware level that is
lower than SF235, go to step 15. Otherwise, go to step 17.
If the server is HMIC-managed, disconnect one of the SPCN cables from the 7311-D20 expansion unit
(only one of them). Wait 30 seconds, then reconnect it. For a server that is not managed by an HMC,
this step can be omitted.
An SPCN microcode download to the 7311-D20 expansion unit may or may not be occurring.
+ If an SPCN microcode download does not occur, go to step 17.
+ If an SPCN microcode download does occur, wait for the download to finish. Then power the
server off and back on again. Partitions may be started at this time. Then go to step 17.
+ There are two ways to determine if an SPCN download is occurring:
¢ Look at the Error/Event Logs using the ASMI utility
- Expand System Service Aids.
- Select Error/Event Logs.
- A 1xxx9107 SRC in the informational logs section indicates that an SPCN
download was started.
- A 1xxx91DD SRC in the informational logs section indicates that an SPCN
download completed.
¢ Look at the expansion unit rack address using the ASMI utility.
- Expand System Configuration.
- Select Configure 1/0 Enclosures.
- If the rack address for the 7311-D20 expansion unit is a 1-byte value, an
SPCN download is occurring.
- If the rack address is a 2-byte value, the SPCN download has completed or is
not needed.
Go to Verifying the repair. This ends the procedure.

Parent topic: Removing and replacing parts in the 50/95, 05/95, and 11D/20 expansion units

Exchanging the RIO card

Use this procedure in conjunction with Powering off an expansion unit to remove or replace the RIO card.

Parent topic: Removing and replacing parts in the 50/95, 05/95, and 11D/20 expansion units

Remove the RIO card

To remove the RIO card from the subsystem, do the following:

wWnN =

(o2 IF N

. Open the rack front door.
. Power off the expansion unit (see Powering off an expansion unit).
. Put the expansion unit into the service position as described in Place the expansion unit in the service

position.

. Remove the ac power cord from the expansion unit that you are working on.
. Open the service access cover.
. Disconnect the RIO-2 cables from the RIO connectors located on the rear of the subsystem.
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. Identify, and then disconnect and label all cables that cross over the top of the RIO card. These

cables might interfere with the removal and installation of the RIO card.

. Release the release latches located on top of the RIO card.
. Simultaneously lift both retention handles.
. Pivot the release handles up until they are perpendicular (90 degrees) to the top of the RIO card.

Note: By placing the handles perpendicular to the top of the RIO card, the base or hinged portion of
each handle acts as a cam and will gently pry the RIO card up, disconnecting it from its docking
connector.

Remove the RIO card from the subsystem chassis, and put it in a safe place.

Replace the RIO card

To replace the RIO bus card, do the following:

—_
— O OO0~

. Grasp the two RIO card release handles.
. Pivot both handles upward to 90 degrees, ensuring that the handles are perpendicular to the RIO

card. The handle cams have now been placed into the correct position to assist you when seating the
RIO card into its docking connector.

. Before inserting the RIO card into its bay, observe the alignment bracket. The alignment bracket is

secured to the power bulkhead.

. Insert the RIO card into its bay. Ensure that the power cable receptacle located on the back of the

RIO card is facing the back of the subsystem chassis.

. Lower the RIO card through the alignment bracket. The alignment bracket will catch the back edge of

the RIO card closest to it.

The RIO card should now be resting on the top of its docking connector. The docking connector has
two large alignment pins located on each end. These alignment pins will ensure alignment of the RIO
card to its docking connector when seated.

. Lower the RIO card locking handles, carefully seating the RIO card into the docking connector. The

plastic latch located beneath each handle clicks when the RIO card is fully seated. This click also
indicates that the handle is locked in the closed position.

. Reconnect the RIO-2 cables to the RIO card connectors located on the back of the chassis.

. Reconnect the cables that were disconnected during the RIO card removal.

. Reconnect the power source to the expansion unit.

. Close and then secure the service access cover with the three thumbscrews located on its back edge.
. Return the expansion unit to the operating position as described in Place the expansion unit in the

operating position.

. Power on the expansion unit as described in Powering off an expansion unit.
13.

Close the rack front door.

Part assembly diagrams for 05/95 and 50/95 expansion units

Cover assembly for 50/95 expansion unit

224
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Table 1. Cover assembly part numbers for 50/95 expansion unit

Index Part number Units Description

1 53P0330 1 Display panel tray assembly
2 NONUM 1 Display panel enclosure assembly
3 53P0320 5 Screw

4 53P0308 1 Cover, display panel

5 53P0280 1 Cover, top

6 53P0320 2 Screw

7 53P0285 1 Cover, left side

8 53P0320 2 Screw

9 53P0303 1 Cover assembly, back

10 39J1179 1 Cover assembly, right side
11 53P0320 2 Screw

12 53P0322 1 EMC bracket

13 06P5858 1 Latch housing

14 03K9553 2 Screw, M3.5 x 7

15 06P5857 1 Latch handle

16 53P0234 1 Bracket, DASD filler

17 44H7336 4 Screw

18 39J3317 1 Cover assembly, front

Final assembly for 05/95 expansion unit (rack mounted)
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Table 2. Final assembly part numbers for 05/95 expansion unit (rack mounted)

Index Part number Units Description
1 53P0234 1 Bracket, DASD filler
2 75G2878 4 Screw, M3.5 x 8mm
3 53P2573 1 Latch assembly, right
4 75G2878 2 Screw, M3.5 x 8mm
5 53P0330 1 Display panel tray assembly
6 39J3326 1 Cover assembly, front
7 53P2572 1 Latch assembly, left
7a 75G2878 2 Screw, M3.5 x 8mm
8 42R4300 1 Cable management arm. General location, but
not shown.
8a 42R5254 1 Slide assembly, left side
8b 42R5255 1 Slide assembly, right side
8c 42R5260 AR Rail-mounting kit
8d NONUM AR
e Rack latch (included in rail-mounting kit)
8e NONUM AR
e Screw (included in rail-mounting kit)
8f NONUM AR
¢ Nut clip (included in rail-mounting kit)
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Table 3. Final assembly part numbers for 05/95 expansion unit (rack mounted)

Index Part number Units Description
9 39J1176 4 Blower assembly
10 39J1695 2 Disk unit enclosure backplane
11 75G2878 8 Screw, M3.5 x 8mm
12 53P0250 2 Disk unit enclosure
13 75G2878 4 Screw, M3.5 x 8mm
14 See Disk unit parts AR Disk unit
14 See Disk unit parts AR Disk unit

e
23

22

19—

20

Table 4. Final assembly part numbers for 05/95 expansion unit (rack mounted)

Index Part number Units Description

15 53P2728 1 PCI divider
53P2729 1 PCI divider (C01, C06)

16 NONUM NP PCI headstock
17 75G2878 3 Screw, M3.5 x 8mm
18 53P0222 NP Frame assembly
19 NONUM NP Power bulkhead
20 75G2878 5 Screw, M3.5 x 8mm
21 53P2970 AR PCI backplane assembly CB1
22 75G2878 5 Screw, M3.5 x 8mm
23 21P7602 AR Power supply
23 39J1175 AR Filler, power supply
24 53P4065 1 AMD cable
25 53P4016 1 Disk unit cable
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Final assembly for 50/95 expansion unit

Table 5. Final assembly part numbers for 50/95 expansion unit

Index Part numbers Units Description
19 21P3593 AR Disk unit
19 2410900 AR Disk unit
20 53P0250 2 Disk unit enclosure
21 44H7366 AR Screw, M3.5 x 8mm
21 53P0319 AR Screw
22 39J1695 2 Disk unit enclosure backplane
23 53P0321 8 Screw
24 39J1176 1 EMC enclosure
25 39J1176 4 Air-moving device (blower assembly)

Table 6. Final assembly part numbers for 50/95 expansion unit

Index Part numbers Units Description
26 53P0249 1 Bracket, PCl Headstock
27 44H7366 3 Screw
28 53P0222 NP Frame assembly
29 21P7602 1 Bracket, power supply
30 44H7366 4 Screw
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31 53P0239 1 Processor backplane assembly
32 44H7366 5 Screw

33 21P7602 AR Power supply

33 39J1175 AR Filler, Power supply

34 53P2728 AR PCI divider

34 53P2729 AR PCI divider

Parent topic: Part assembly diagrams

Exchanging fans in the 50/95, 05/95, and 11D/20 expansion units

Use this procedure to remove or replace a fan or air moving device (AMD) in the 50/95, 05/95, and 11D/20
expansion units.

Attention: At least three running fans and two power supplies must be installed and powered on to perform
this procedure.

[ 2N¢2 FN w

. Are there at least three running fans and two power supplies installed and powered on in the

expansion unit?
+ Yes: Continue with the next step.
+ No: Perform the following:
a. Power off the expansion unit (Powering off an expansion unit).
b. Remove the power cord from the rear of the expansion unit, and continue with the
next step.

. If you are servicing a rack-mounted unit, place the unit in the service position (see Place the

rack-mounted system or expansion unit in the service position).

. Remove the right or top side cover, depending on expansion unit orientation (see Exchanging covers

in the 50/95 and 05/95 expansion units).

. Pull the fastener on the front of the fan casing.
. Pull open and remove the fan. The power connection will undock automatically.
. Install the new fan by reversing this procedure. After exchanging an item, go to Verifying the repair.

This ends the procedure.

Parent topic: Removing and replacing parts in the 50/95, 05/95, and 11D/20 expansion units

Exchanging disk drive backplane in the 50/95, 05/95, and 11D/20
expansion units

Use this procedure to remove or replace a disk drive backplane in the 50/95, 05/95, and 11D/20 expansion

units.

A WN =

. Power off the expansion unit (see Powering off an expansion unit).
. Unplug the power cord from the back of the expansion unit.
. If you are servicing a rack-mounted unit, place the unit in the service position (see Place the

rack-mounted system or expansion unit in the service position).

. Remove the front and right side covers (see Exchanging covers in the 50/95 and 05/95 expansion

units).
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5. Remove the EMC shield in front of the disk units by pulling out on the two side latches.
6. Remove the disk units from the disk unit enclosure. Label the position of each disk unit.
7. Remove the screws holding the disk unit enclosure to the frame. The screws are located on the front
and inside rear of the disk unit enclosure.
8. Unplug and remove the cables plugged into the back of the disk drive backplane.
9. Pull the disk unit enclosure out of the frame.
10. Remove the disk drive backplane from the back of the disk unit enclosure.
11. Install a new disk drive backplane by reversing this removal procedure. This ends the procedure.

Parent topic: Removing and replacing parts in the 50/95, 05/95, and 11D/20 expansion units

Exchanging the control panel in the 50/95, 05/95, and 11D/20
expansion units

Use this procedure to remove or install the control or display panel in the 50/95, 05/95, and 11D/20 expansion
units.

. Power off the expansion unit (see Powering off an expansion unit).

. Remove the front cover (see Exchanging covers in the 50/95 and 05/95 expansion units).

. Remove the ac power cord from the expansion unit you are working on.

. Pull the locks on each side of the control panel.

. Slide the control panel approximately halfway out and remove the cables from the rear of the panel.

. Remove the control panel.

. Install a new control panel by reversing this procedure. After exchanging an item, go to Verifying the
repair. This ends the procedure.

NO O~ WN =

Parent topic: Removing and replacing parts in the 50/95, 05/95, and 11D/20 expansion units

Locations 57/86, 57/87, D24, and T24 expansion units

Note: The known logical location codes for this unit are listed next to the corresponding physical location in
the following information. If you are working with a logical location code for this unit and it is not listed in the
following information, contact your next level of support.

The following diagrams show the field replaceable unit (FRU) layout. Use them with the following tables.

The following table gives the components available for callout. It matches those components with the FRU
containing the component. The other columns give location information, a link to a removal and replacement
procedure, and additional information.

Attention: After replacing any part on a server or expansion unit, perform Verifying the repair.
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Figure 1. Front view
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Table 1. FRU locations and failing components

Problem determination procedures

Failing item | Symbolic |Physical location |Identify| Link to part number | Failing item removal
name failing item code LED and replacement
name procedures

Disk drive Un-P1 No

backplane 1

Disk drive Un-P2 No

backplane 2

Power Un-P3 No

distribution

backplane

Fan 1 (left) |DISKFAN Un-A1 No Part assembly
diagrams

Fan 2 DISKFAN Un-A2 No Part assembly
diagrams

Fan 3 (right) |DISKFAN Un-A3 No Part assembly
diagrams

VPD card Un-C1 No

SCSI DEVBPLN Un-C2 No Part assembly

interface diagrams

card 1 (top

left)

SCSI DEVBPLN Un-C3 No Part assembly

interface diagrams

card 2 (top

right)

SCSI DEVBPLN Un-C4 No Part assembly

interface diagrams

card 3

(bottom left)

SCSI DEVBPLN Un-C5 No Part assembly

interface diagrams
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card 4
(bottom
right)
Crossover Un-C6 No Part assembly
card 1 (left) diagrams
Crossover un-C7 No Part assembly
card 2 (right) diagrams
Power DISKPWR Un-E1 No Power parts
supply 1
(left)
Rack Un-E1-T1 No
indicator
connector
Power DISKPWR Un-E2 No Power parts
supply 2
(right)
Rack Un-E2-T1 No
indicator
connector
Device physical locations
Disk drive 1 Un-P1-DO1 Yes Disk unit parts Disk drive
(front) (logical location
Un-Px- Ty-L5-L0 -
single or
Un-Px-Ty-L13-L0 -
dual ")
Disk drive 2 Un-P1-D02 Yes Disk unit parts Disk drive
(front) (logical location
Un-Px- Ty-L4-LO -
single or
Un-Px-Ty-L12-L0 -
dual ")
Disk drive 3 Un-P1-D03 Yes Disk unit parts Disk drive
(front) (logical location
Un-Px- Ty-L3-LO -
single or
Un-Px-Ty-L11-LO0 -
dual )
Disk drive 4 Un-P1-D04 Yes Disk unit parts Disk drive
(front) (logical location
Un-Px- Ty-L2-LO -
single or
Un-Px-Ty-L10-LO -
dual 1)
Disk drive 5 Un-P1-D05 Yes Disk unit parts Disk drive
(front) (logical location
Un-Px- Ty-L1-LO -
single or
Un-Px-Ty-L9-LO -
dual ")
Disk drive 6 Un-P1-D06 Yes Disk unit parts Disk drive
(front) (logical location
Un-Px- Ty-LO-LO -
single or
Un-Px-Ty-L8-LO -
dual ")
Disk drive 7 Un-P1-D07 Yes Disk unit parts Disk drive
(front) (logical location
Un-Px- Ty-L5-LO
")
Yes Disk unit parts Disk drive
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Disk drive 8
(front)
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Un-P1-D08
(logical location
Un-Px- Ty-L4-LO
)

Disk drive 9
(front)

Un-P1-D09
(logical location
Un-Px- Ty-L3-LO
")

Yes

Disk unit parts

Disk drive

Disk drive 10
(front)

Un-P1-D10
(logical location
Un-Px- Ty-L2-L0
)

Yes

Disk unit parts

Disk drive

Disk drive 11
(front)

Un-P1-D11
(logical location
Un-Px- Ty-L1-LO
)

Yes

Disk unit parts

Disk drive

Disk drive 12
(front)

Un-P1-D12
(logical location
Un-Px- Ty-LO-LO
")

Yes

Disk unit parts

Disk drive

Disk drive 1
(back)

Un-P2-D01
(logical location
Un-Px- Ty-L5-LO -
single or
Un-Px-Ty-L13-LO0 -
dual ")

Yes

Disk unit parts

Disk drive

Disk drive 2
(back)

Un-P2-D02
(logical location
Un-Px- Ty-L4-LO -
single or
Un-Px-Ty-L12-L0 -
dual ")

Yes

Disk unit parts

Disk drive

Disk drive 3
(back)

Un-P2-D03
(logical location
Un-Px- Ty-L3-LO -
single or
Un-Px-Ty-L11-LO -
dual ")

Yes

Disk unit parts

Disk drive

Disk drive 4
(back)

Un-P2-D04
(logical location
Un-Px- Ty-L2-LO -
single or
Un-Px-Ty-L10-LO -
dual ")

Yes

Disk unit parts

Disk drive

Disk drive 5
(back)

Un-P2-D05
(logical location
Un-Px- Ty-L1-LO -
single or
Un-Px-Ty-L9-LO -
dual ")

Yes

Disk unit parts

Disk drive

Disk drive 6
(back)

Un-P2-D06
(logical location
Un-Px- Ty-LO-LO -
single or
Un-Px-Ty-L8-LO -
dual ")

Yes

Disk unit parts

Disk drive

Disk drive 7
(back)

Un-P2-D07
(logical location
Un-Px- Ty-L5-LO
)

Yes

Disk unit parts

Disk drive

Disk drive 8
(back)

Problem determination procedures
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(logical location

Yes

Disk unit parts

Disk drive
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Un-Px- Ty-L4-LO
")

Disk drive 9 Un-P2-D09 Yes Disk unit parts Disk drive
(back) (logical location

Un-Px- Ty-L3-LO

)
Disk drive 10 Un-P2-D10 Yes Disk unit parts Disk drive
(back) (logical location

Un-Px- Ty-L2-L0

)
Disk drive 11 Un-P2-D11 Yes Disk unit parts Disk drive
(back) (logical location

Un-Px- Ty-L1-LO

")
Disk drive 12 Un-P2-D12 Yes Disk unit parts Disk drive
(back) (logical location

Un-Px- Ty-LO-LO

")
" Where:

e Un-Px is the backplane of the unit where the SCSI PCl adapter is installed.

e Ty is the connector on the SCSI PCl adapter.
e single is a single SCSI interface card.
e dual is a dual SCSI interface card.

Parent topic: Finding part locations

Locations 57/91, 57/94, and 406/1D expansion units

Note: The known logical location codes for this unit are listed next to the corresponding physical location in
the following information. If you are working with a logical location code for this unit and it is not listed in the

following information, contact your next level of support.

The following diagrams show the field replaceable unit (FRU) layout for 57/91 and 57/94. Use them with the

following tables.

The following diagrams also show the field replaceable unit (FRU) layout in the 406/1D expansion unit. After
you locate your part in the 406/1D expansion unit, refer to the 406/1D service guide for part number

information.

Note: Some units may have labels that designate location codes other that those shown in the following
illustrations and tables. If that is the case, use the location codes shown in the following illustrations and

tables.
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Figure 1, Front viewi
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The following table gives the components available for callout. It matches those components with the FRU
containing the component. The other columns give location information, a link to a removal and replacement
procedure, and additional information.
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Attention: After replacing any part on a server or expansion unit, perform Verifying the repair.

Table 1. FRU locations and failing components

Failing item |Symbolic failing Physical Attention | Link to part Failing item removal and
name item name location code LED number replacement procedures
Backplane 1 |MA_BRDG un-P1 Yes 28C6 Removing and replacing parts in
MABRCFG the 57/91, 57/94, and 406/1D
* RIO |PPCITWR expansion units
¢ SCSI|PRI_PCI
ContrdersHB
e SPCNSIIOADP
node |PIOCARD
MASBUS
SLOTERR
SIADPCD
HSL_14
HSL_LNK
TWRPLNR
Backplane 2 |MA_BRDG Un-P2 Yes 28C6 Removing and replacing parts in
MABRCFG the 57/91, 57/94, and 406/1D
*RIO |PPCITWR expansion units
e SCSI|PRI_PCI
ContrdlersHB
e SPCNSIIOADP
node |PIOCARD
MASBUS
SLOTERR
SIADPCD
HSL_14
HSL_LNK
TWRPLNR
Disk drive Un-P3 Yes Backplanes |Removing and replacing parts in
backplane the 57/91, 57/94, and 406/1D
expansion units
Disk drive Un-P4 Yes Backplanes |Removing and replacing parts in
backplane the 57/91, 57/94, and 406/1D
expansion units
Disk drive Un-P5 Yes Backplanes |Removing and replacing parts in
backplane the 57/91, 57/94, and 406/1D
expansion units
Disk drive Un-P6 Yes Backplanes |Removing and replacing parts in
backplane the 57/91, 57/94, and 406/1D
expansion units
PCl adapter |PIOCARD Un-P1-C01 Yes System parts |Removing and replacing parts in
in slot 1 MASBUS the 57/91, 57/94, and 406/1D
SLOTERR expansion units
PCIl adapter |PIOCARD Un-P1-C02 Yes System parts |Removing and replacing parts in
in slot 2 MASBUS the 57/91, 57/94, and 406/1D
SLOTERR expansion units
PCl adapter |PIOCARD Un-P1-C03 Yes System parts |Removing and replacing parts in
in slot 3 MASBUS the 57/91, 57/94, and 406/1D
SLOTERR expansion units
PCl adapter |PIOCARD Un-P1-C04 Yes System parts |Removing and replacing parts in
in slot 4 MASBUS the 57/91, 57/94, and 406/1D
SLOTERR expansion units
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PCl adapter |PIOCARD Un-P1-C05 Yes System parts |Removing and replacing parts in
in slot 5 MASBUS the 57/91, 57/94, and 406/1D
SLOTERR expansion units
PCl adapter |PIOCARD Un-P1-C06 Yes System parts |Removing and replacing parts in
in slot 6 MASBUS the 57/91, 57/94, and 406/1D
SLOTERR expansion units
PCl adapter |PIOCARD Un-P1-C07 Yes System parts |Removing and replacing parts in
inslot7 MASBUS the 57/91, 57/94, and 406/1D
SLOTERR expansion units
PCl adapter |PIOCARD Un-P1-C08 Yes System parts |Removing and replacing parts in
in slot 8 MASBUS the 57/91, 57/94, and 406/1D
SLOTERR expansion units
PCl adapter |PIOCARD Un-P1-C09 Yes System parts |Removing and replacing parts in
in slot 9 MASBUS the 57/91, 57/94, and 406/1D
SLOTERR expansion units
PCl adapter |PIOCARD Un-P1-C10 Yes System parts |Removing and replacing parts in
in slot 10 MASBUS the 57/91, 57/94, and 406/1D
SLOTERR expansion units
PHB (PCI BRDGSET Un-P1-CO1 Replace the cards using the
bridge set) 1 |BRDGST1 Un-P1-C02 removal and replacement
Un-P1-C03 procedures corresponding to the
Un-P1-C04 locations indicated.
PHB (PCI BRDGSET Un-P1-C05
bridge set) 2 |[BRDGST2 Un-P1-C06
Un-P1-C07
PHB (PCI BRDGSET Un-P1-C08
bridge set) 3 |[BRDGST3 Un-P1-C09
Un-P1-C10
PCl adapter |PIOCARD Un-P2-CO01 Yes System parts [PCl adapter
in slot 1 MASBUS
SLOTERR
PCIl adapter |PIOCARD Un-P2-C02 Yes System parts |PCl adapter
in slot 2 MASBUS
SLOTERR
PCl adapter |PIOCARD Un-P2-C03 Yes System parts [PCl adapter
in slot 3 MASBUS
SLOTERR
PCl adapter |PIOCARD Un-P2-C04 Yes System parts |PCl adapter
in slot 4 MASBUS
SLOTERR
PCl adapter |PIOCARD Un-P2-C05 Yes System parts |PCl adapter
inslot5 MASBUS
SLOTERR
PCl adapter |PIOCARD Un-P2-C06 Yes System parts [PCl adapter
in slot 6 MASBUS
SLOTERR
PCIl adapter |PIOCARD Un-P2-C07 Yes System parts [PCl adapter
inslot7 MASBUS
SLOTERR
PCl adapter |PIOCARD Un-P2-C08 Yes System parts [PCl adapter
in slot 8 MASBUS
SLOTERR
PCIl adapter |PIOCARD Un-P2-C09 Yes System parts |PCl adapter
inslot9 MASBUS
SLOTERR
PCl adapter |PIOCARD Un-P2-C10 Yes System parts |PCl adapter
in slot 10 MASBUS
SLOTERR
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PHB (PCI BRDGSET Un-P2-CO01 Replace the cards using the
bridge set) 1 |BRDGST1 Un-P2-C02 removal and replacement
Un-P2-C03 procedures corresponding to the
Un-P2-C04 locations indicated.
PHB (PCI BRDGSET Un-P2-C05
bridge set) 2 |[BRDGST2 Un-P2-C06
Un-P2-C07
PHB (PCI BRDGSET Un-P2-C08
bridge set) 3 |[BRDGST3 Un-P2-C09
Un-P2-C10
Fan 1 (left) Un-A1 Yes Power parts |Removing and replacing parts in
the 57/91, 57/94, and 406/1D
expansion units
Fan 2 Un-A2 Yes Power parts |Removing and replacing parts in
the 57/91, 57/94, and 406/1D
expansion units
Fan 3 Un-A3 Yes Power parts |Removing and replacing parts in
the 57/91, 57/94, and 406/1D
expansion units
Fan 4 (right) Un-A4 Yes Power parts |Removing and replacing parts in
the 57/91, 57/94, and 406/1D
expansion units
Power Un-E1 Yes System parts |[Removing and replacing parts in
supply 1 the 57/91, 57/94, and 406/1D
(left) expansion units
UPIC Un-E1-T1
connector
(left)
UPIC Un-E1-T2
connector
(right)
Power Un-E2 Yes System parts |Removing and replacing parts in
supply 2 the 57/91, 57/94, and 406/1D
(right) expansion units
UPIC Un-E2-T1
connector
(left)
UPIC Un-E2-T2
connector
(right)
RIO adapter |HSL_LNK Un-P1-00 Yes Exchanging RIO cables
card HSL2
connector HSL2 xx
port 0 HSLH
(bottom HSLH_xx
connector -
P0)
RIO adapter |HSL_LNK Un-P1-01 Yes Exchanging RIO cables
card HSL2
connector HSL2_ xx
port 1 (top  |HSLH
conector - HSLH_xx
P1)
RIO adapter |HSL_LNK Un-P2-00 Yes Exchanging RIO cables
card HSL2
connector HSL2_xx
port 0 HSLH
(bottom HSLH_xx
connector -
PO)
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RIO adapter |HSL_LNK Un-P2-01 Yes Exchanging RIO cables

card HSL2

connector HSL2 xx

port 1 (top  |HSLH

conector - HSLH_xx

P1)

Media Un-P1-T3

subsystem

power

connector

Media Un-P2-T3

subsystem

power

connector

Integrated Un-P1-T5

SCSI

controller

port

Integrated Un-P1-T6

SCSI

controller

port

Integrated Un-P2-T5

SCSI

controller

port

Integrated Un-P2-T6

SCSI

controller

port

Device physical locations

Disk drive 1 Un-P3-D01 Disk unit Disk drive
(logical parts
location
P2-T6-L8-L0)

Disk drive 2 Un-P3-D02 Disk unit Disk drive
(logical parts
location
P2-T6-L9-L0)

Disk drive 3 Un-P3-D03 Disk unit Disk drive
(logical parts
location
P2-T6-L10-L0)

Disk drive 4 Un-P3-D04 Disk unit Disk drive
(logical parts
location
P2-T6-L11-L0)

Disk drive 5 Un-P4-D05 Disk unit Disk drive
(logical parts
location
P2-T5-L8-L0)

Disk drive 6 Un-P4-D06 Disk unit Disk drive
(logical parts
location
P2-T5-1L9-L0)

Disk drive 7 Un-P4-D07 Disk unit Disk drive
(logical parts
location
P2-T5-L10-L0)

Disk drive 8 Un-P4-D08 Disk unit Disk drive
(logical parts
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location
P2-T5-L11-L0)

Disk drive 9 Un-P5-D09 Disk unit Disk drive
(logical parts
location
P1-T6-L8-L0)

Disk drive 10 Un-P5-D10 Disk unit Disk drive
(logical parts
location
P1-T6-L9-L0)

Disk drive 11 Un-P5-D11 Disk unit Disk drive
(logical parts
location
P1-T6-L10-L0)

Disk drive 12 Un-P5-D12 Disk unit Disk drive
(logical parts
location
P1-T6-L11-L0)

Disk drive 13 Un-P6-D13 Disk unit Disk drive
(logical parts
location
P1-T5-L8-L0)

Disk drive 14 Un-P6-D14 Disk unit Disk drive
(logical parts
location
P1-T5-L9-L0)

Disk drive 15 Un-P6-D15 Disk unit Disk drive
(logical parts
location
P1-T5-L10-L0)

Disk drive 16 Un-P6-D16 Disk unit Disk drive
(logical parts
location
P1-T5-L11-L0)

Note:

1. The following table provides information necessary to identify the IOP to which an IOA is assigned.

+ The left column indicates the domain in which IOA assignment is allowed.

+ The right column is used to determine the IOP to which an IOA is assigned.

+ The first position in the list must be an IOP. The remaining positions may be IOPs or I0OAs.
IOAs are assigned to the first IOP located to their left in the list. Although IOAs can be
manually reassigned using SST/DST, the IOA assignments return to the default order after

Parent topic:

each IPL.

Table 2. Identify the IOP to which IOAs are assigned

Multi-adapter bridge domain / PCI
bridge set

IOA assighment rules

P1-C01 through P1-C04

P1-C02, P1-C03, P1-C04

P1-C05 through P1-C07

P1-C06, P1-C07

P2-C01 through P2-C04

P2-C02, P2-C03, P2-C04

P2-C05 through P2-C07

P2-C06, P2-C07

Finding part locations
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Locations 57/95 expansion unit

The following figures show locations for devices installed in the 57/95 expansion unit, and the SCSI IDs for the
media devices.

Note: The SCSI IDs shown for the media devices indicate how installed devices are set when shipped from
the factory.

1

2 3
E I | == o

]
o
°

Figure 1. Front view of the 57/95 expansion unit PHAUS10.0
Index Description Location code
1 Filler plate
2 DVD media device, SCSI address 05 Un-Px-Ty-L5-L0
3 Tape media device, SCSI address 06 Un-Px-Ty-L6-L0
4 Filler plate
Where:
e Un-Px is the backplane of the unit where the SCSI PCl adapter is installed.
e Ty is the connector on the SCSI PCl adapter.

2 8 o

s::a ﬁ& & ‘
‘%u- - —[@L—f—f"‘_‘éﬂ—'
4
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6 7 8

Figure 2. Back view of the 57/95 expansion unit IPHAUS 110

Index Description Location code
Filler plate
DVD media device, SCSI address 06 Un-Px-Ty-L6-L0
SCSI power connection for front media devices
SCSI data connection for front media devices
SCSI power connection for back media devices
SCSI data connection for back media devices
Reserved

Reserved

Where:

0N | 0|~ (W] |[—=

¢ Un-Px is the backplane of the unit where the SCSI PCl adapter is installed.
e Ty is the connector on the SCSI PCl adapter.

Parent topic: Finding part locations
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Locations 11D/10, 11D/11, and 57/90 expansion units

Note: The known logical location codes for this unit are listed next to the corresponding physical location in
the following information. If you are working with a logical location code for this unit and it is not listed in the
following information, contact your next level of support.

The following diagrams show the field replaceable unit (FRU) layout in the 11D/11 and 57/90 expansion units.
Use them with the following tables.

The following diagrams also show the field replaceable unit (FRU) layout in the 11D/10 expansion unit. After
you locate your part in the 11D/10 expansion unit, refer to the 11D/10 service guide for part number
information and the removal and replacement procedures.

Note: Some units may have labels that designate location codes other than those shown in the following
illustrations and tables. If that is the case, use the location codes shown in the following illustrations and

tables.

Figure 1. Front }\\/{ew of the expansion unit

@ g

- mj’/
T ||

IPHALS00-0

Figure 2. Back view of the expansion unit
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The following table gives the components available for callout on the 11D/11 and 57/90 expansion units. It

P1-C4
P1-C7

P1-C3 I

P1-Cé

P1-C5

IPHALIS01-0

matches those components with the FRU containing the component. The other columns give location
information, a link to a removal and replacement procedure, and additional information.

Attention: After replacing any part on a server or expansion unit, perform Verifying the repair.

Table 1. FRU locations and failing components

Failing item | Symbolic Physical Identify | Link to part number |Failing item removal
name failing item | location code LED and replacement
name procedures

Expansion Un

unit

Fan

Fan Un-A1 Yes Part assembly Exchange the 11D/11

diagrams and 57/90 fan

assembly

Power supplies

Power Un-E1 Yes Power parts Exchange the 11D/11

supply 1 and 57/90 power
supply

Power Un-E2 Yes Power parts Exchange the 11D/11

supply 2 and 57/90 power
supply

Backplane

I/O MA_BRDG Un-P1 Yes 282A, 28BB Exchange the 11D/11

backplane |TWRPLNR and 57/90 I/O
backplane assembly

1/0 backplane ports

Rack beacon Un-P1-T1

connector

Adapters

PCl adapter |PIOCARD Un-P1-C1 Yes System parts PCI adapter

in slot 1 MASBUS

SLOTERR
PCIl adapter |PIOCARD Un-P1-C2 Yes System parts PCI adapter
in slot 2 MASBUS
SLOTERR

Problem determination procedures
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PCl adapter |PIOCARD Un-P1-C3 Yes System parts PCIl adapter
in slot 3 MASBUS
SLOTERR
PCIl adapter |PIOCARD Un-P1-C4 Yes System parts PCIl adapter
in slot 4 MASBUS
SLOTERR
PCl adapter |PIOCARD uUn-P1-C5 Yes System parts PCI adapter
in slot 5 MASBUS
SLOTERR
PCIl adapter |PIOCARD Un-P1-C6 Yes System parts PCl adapter
in slot 6 MASBUS
SLOTERR
PCl bridge |BRDGST1 Un-P1 Replace the 1/0
set 1 Un-P1-C1 backplane and cards
Un-P1-C2 using the removal
Un-P1-C3 and replacement
procedures
corresponding to the
locations indicated.
PCl bridge |BRDGST2 Un-P1 Replace the 1/0
set 2 Un-P1-C4 backplane and cards
Un-P1-C5 using the removal
Un-P1-C6 and replacement
procedures
corresponding to the
locations indicated.
RIO adapter |SIIOADP Un-P1-C7 Yes 28FF RIO card
SIADPCD
e HSL |SI_PHB
I/0
adapter
*RIO
host
bridge
adapter
RIO adapter |HSL_LNK Un-P1-C7-00 Yes Exchanging RIO
connector HSL2 cables
(top HSL2_xx
connector) |HSLH
HSLH xx
RIO adapter |HSL_LNK Un-P1-C7-01 Yes Exchanging RIO
connector HSL2 cables
HSL2 xx
HSLH
HSLH xx

Parent topic: Finding part locations

Part assembly diagrams for 11D/11 and 57/90 expansion units

Note: For 11D/10 part number information, see 11D/10 service guide .
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Final assembly for 11D/11 and 57/90
5 o

. r
P P -\<\
6 /’vﬁ‘ b

4

IPHA LRS00

Table 1. Final assembly part numbers for 11D/11 and 57/90

Index number | Part number Units Description
1 See Part 2 Power supply
number catalog
2 See Part 2 Cable, power
number catalog
3 09P3185 5 Guide, power cable
4 80P2654 1 Cover, power cable channel
5 80P2646 1 Access cover
6 1624743 2 Screw, access cover

IPHAUS51-0

Table 2. Final assembly for 11D/11 and 57/90, continued

‘ Index number | Part number Units Description
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7 03N6069 1 Fan assembly

8 80P2645 1 Bracket, bulkhead

9 1621829 2 Screw, bulkhead bracket

10 03N6196 1 Cable, fan

11 80P2648 1 Tray, power cable

12 1621829 2 Screw, tray mounting

13 80P2648 2 Guide, upper

14 1621829 4 Screw, upper guide mounting

15 NONUM g(l):’)CN connector card (included with index number

16 NONUM Screw (included with index number 20)

17 80P2666 2 Guide, lower

18 1624749 8 Screw, lower guide mounting

19 See Part 1 I/0O backplane assembly (includes SPCN connector
number catalog card)

20 1624743 6 Screw, backplane mounting

IPHALlosz- 0

Table 3. Final assembly for 11D/11 and 57/90, continued

Index number | Part number Units Description
21 80P2669 2 Filler, EMC
22 21P8331 AR PCI cassette
23 See Part 1 RIO card
number catalog
Rack mounting enclosure for 11D/11 and 57/90
Table 4. Rack mounting enclosure part numbers for 11D/11 and 57/90
Index number | Part number Units Description
09P5159 1 Front cover
04N6587 2 Thumbscrew, shipping
NONUM 1 Two-position I/O subsystem mounting assembly
1624779 4 Screw, 1/0 subsystem mounting
39J4471 1 Left rail

246
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03N3847 1 Right rail

1624779 8 Screw, rail mounting

74F1823 12 Nut clip, rail mounting

80P2665 2 Cable support bracket

00G1268 2 Screw, bracket mounting

80P2663 2 I/0O subsystem retention bracket
93H4729 2 Screw, expansion unit attach

93H4729 2 Screw, 1/0 subsystem attach

80P2664 1 Back filler for empty 1/0 subsystem space
93H4729 2 Screw, filler mounting

Parent topic: Part assembly diagrams

Exchange the 11D/11 and 57/90 fan assembly

To remove the fan assembly, do the following:

1. This procedure can be done with the power on.

2. Locate the fan assembly on the front of the expansion unit.

3. Unscrew the thumbscrew that holds the fan into the expansion unit.
4. Pull the fan assembly straight out until it is clear of the expansion unit.
5. To replace the fan assembly, reverse this removal procedure.

Parent topic: Removing and replacing parts in the 11D/11 and 57/90 expansion units

Exchange the 11D/11 and 57/90 power supply

To remove the power supply, do the following:

Attention: Do not remove two power supplies at the same time if performing an exchange with power on.

Power supplies are considered as replaceable with power on only if you remove one power supply at a time.
The power supplies can be removed from the front of the expansion unit.

1. Disconnect the power cord from the power supply.

2. Unlatch the power supply handle and rotate the handle downward to unseat the power supply.

Attention: Do not remove a power supply for more than four minutes. If you cannot replace the power

supply in less than four minutes, shut down the system and then remove the power supply.

Problem determination procedures
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3. Pull the power supply straight out from the expansion unit.
4. To replace the power supply, reverse this removal procedure.

Parent topic: Removing and replacing parts in the 11D/11 and 57/90 expansion units

Exchange the 11D/11 and 57/90 I/0 backplane assembly

Note: The I/O backplane and the SPCN riser card are replaced as a pair.

Use this procedure in conjunction with Powering off an expansion unit to remove or replace the 1/0 backplane
assembly on 11D/11 and 57/90 expansion units.

. Power off the expansion unit (see Powering off an expansion unit).

. Remove the ac power cord from the expansion unit that you are working on.

. Put the I/O subsystem into the service position. (See Place the 11D/11 and 57/90 expansion unit in
the service position ).

. Label and remove the PCI adapters. (See PCl adapter).

. Remove the service access cover. (See Remove the 11D/11 and 57/90 expansion unit service access
cover).

. Remove the power supplies. (See Exchange the 11D/11 and 57/90 power supply).

. Remove the RIO bus adapter. (See Exchange the 11D/11 and 57/90 RIO card).

. Remove the screws that hold the line cord tray.

. Remove the line cord tray.

. Remove the two screws that hold the SPCN connector card

. Remove the SPCN connector card from the I/O backplane.

. Remove the screws that hold the upper PCI adapter-mounting guides, and remove the guides.

. Remove the screws that hold the lower PCI adapter-mounting guides, and remove the guides.

. Remove the screws from the bulkhead bracket.

. Disconnect the fan cable from the bulkhead bracket.

. Remove the bulkhead bracket.

. Disconnect the fan cable from the I/O backplane.

. Remove the screws that secure the 1/0O backplane to the subsystem chassis.

. Lift up on the rear of the backplane and slide it towards the rear of the unit, enough to clear the pipe
light. Then lift the backplane up and out of the subsystem chassis.

. Install the new backplane by reversing the above procedure.

. Perform Setting expansion unit configuration ID and MTMS value and then continue with the next step
of this procedure.

22. Go to Verifying the repair. This ends the procedure.
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Parent topic: Removing and replacing parts in the 11D/11 and 57/90 expansion units

Exchange the 11D/11 and 57/90 RIO card

Use this procedure in conjunction with Powering off an expansion unit to remove or replace the RIO card on
11D/11 and 57/90 expansion units.

To remove the RIO card, do the following:
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. Power off the expansion unit (see Powering off an expansion unit).

. Remove the ac power cord from the expansion unit that you are working on.

. Put the expansion unit into the service position. (See Place the 11D/11 and 57/90 expansion unit in
the service position).

. Remove the service access cover. (See Remove the 11D/11 and 57/90 expansion unit service access
cover).

. Remove the screws that attach the RIO card to the expansion unit chassis.

. Carefully pull the RIO card straight up and out of the slot.

. To replace the RIO card, reverse this removal procedure.

A wWnN =

~N O O

Parent topic: Removing and replacing parts in the 11D/11 and 57/90 expansion units

Locations 11D/20 expansion unit

Note: The known logical location codes for this unit are listed next to the corresponding physical location in
the following information. If you are working with a logical location code for this unit and it is not listed in the
following information, contact your next level of support.

The following diagrams show field replaceable unit (FRU) layout in the 11D/20 expansion units. Use these
diagrams with the following tables.

Note: Some units may have labels that designate location codes other than those shown in the following
illustrations and tables. If that is the case, use the location codes shown in the following illustrations and
tables.

Figure 1. Front view of the 11D/20 expansion unit
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Figure 2. Back view of the 11D/20 expansion unit
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The following table gives the components available for callout on the 11D/20 expansion units. It matches

those components with the FRU containing the component. The other columns give location information, a
link to a removal and replacement procedure, and additional information.

Attention: After replacing any part on a server or expansion unit, perform Verifying the repair.

Table 1. FRU locations and failing components for 11D/20 expansion unit
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Failing item | Symbolic |Physical location | Identify | Link to part number |Failing item removal
name failing item code LED and replacement
name procedures
Backplane |TWRCARD |Un-P1 Yes 28BE I/0O backplane
MA_BRDG assembly
e SPCNMABRCFG
PPCITWR
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¢ Card |PRI_PCI
enclogdf&. LNK
or |PIOCARD
backplEIASBUS
o Multi-apDAR&KPL
bridge TWRPLNR
(all)
PCIl adapter |PIOCARD Un-P1-C01 Yes PCI adapter
in slot 1 MASBUS
SLOTERR
PCl adapter |PIOCARD Un-P1-C02 Yes PCI adapter
in slot 2 MASBUS
SLOTERR
PCIl adapter |PIOCARD Un-P1-C03 Yes PCI adapter
in slot 3 MASBUS
SLOTERR
PCl adapter |PIOCARD Un-P1-C04 Yes PCI adapter
in slot 4 MASBUS
SLOTERR
RIO adapter |SIIOADP Un-P1-C05 Yes RIO card
SIADPCD
e HSL |SI_PHB
I/O
adapter
* RIO
host
bridge
adapter
PCl adapter |PIOCARD Un-P1-C06 Yes PCI adapter
in slot 6 MASBUS
SLOTERR
PCIl adapter |PIOCARD Un-P1-C07 Yes PCI adapter
in slot 7 MASBUS
SLOTERR
PCIl adapter |PIOCARD Un-P1-C08 Yes PCIl adapter
in slot 8 MASBUS
SLOTERR
PCl bridge |BRDGSET Un-P1 Replace the system
set 1 BRDGST1 Un-P1-C01 backplane and cards
Un-P1-C02 using the removal
Un-P1-C03 and replacement
Un-P1-C04 procedures
corresponding to the
locations indicated.
PCl bridge |BRDGSET un-P1 Replace the system
set 2 BRDGST2 Un-P1-C06 backplane and cards
Un-P1-C07 using the removal
Un-P1-C08 and replacement
procedures
corresponding to the
locations indicated.
EPO Un-P1-TH1
connector
(J11)
UPS Un-P1-T2
connector
(J14)
SPCN Un-P1-T3
connector
(J15)
Un-P1-T4
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SPCN
connector
(J16)
Rack beacon Un-P1-T5
connector
Fan 1 Un-A1 Yes Part assembly Fan
diagrams
Fan 2 Un-A2 Yes Part assembly Fan
diagrams
Fan 3 Un-A3 Yes Part assembly Fan
diagrams
Fan 4 Un-A4 Yes Part assembly Fan
diagrams
Device physical locations
Disk drive 1 Un-DB1-D01 Disk unit parts Disk drive
Disk drive 2 Un-DB1-D02 Disk unit parts Disk drive
Disk drive 3 Un-DB1-D03 Disk unit parts Disk drive
Disk drive 4 Un-DB1-D04 Disk unit parts Disk drive
Disk drive 5 Un-DB1-D05 Disk unit parts Disk drive
Disk drive 6 Un-DB1-D06 Disk unit parts Disk drive
Disk drive 7 Un-DB2-D07 Disk unit parts Disk drive
Disk drive 8 Un-DB2-D08 Disk unit parts Disk drive
Disk drive 9 Un-DB2-D09 Disk unit parts Disk drive
Disk drive 10 Un-DB2-D10 Disk unit parts Disk drive
Disk drive 11 Un-DB2-D11 Disk unit parts Disk drive
Disk drive 12 Un-DB2-D12 Disk unit parts Disk drive
Power Un-E1 Power parts Power supply
supply 1
Power Un-E2 Power parts Power supply
supply 2
Disk drive Un-DB1 Backplanes Disk drive backplane
backplane
Disk drive Un-DB2 Backplanes Disk drive backplane
backplane
RIO adapter |HSL_LNK Un-P1-C05-00 Yes Exchanging RIO
connector HSL2 cables
(bottom HSL2_xx
connector) |HSLH
HSLH_ xx
RIO adapter |HSL_LNK Un-P1-C05-01 Yes Exchanging RIO
connector HSL2 cables
HSL2 xx
HSLH
HSLH_xx
Notes:

1. J11 is an RPO connection, J14 is an uninterruptible power supply connector, J15 is an SPCN 1
connector, and J16 is an SPCN 2 connector.
2. Multi-adapter bridge domains are labeled PCI Bridge Set inside the expansion unit.
3. The following table provides information necessary to identify the IOP to which an IOA is assigned.
+ The left column indicates the domain in which IOA assignment is allowed.
+ The right column is used to determine the IOP to which an IOA is assigned.
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+ The first position in the list must be an IOP. The remaining positions may be IOPs or I0As.

IOAs are assigned to the first IOP located to their left in the list. Although IOAs can be

manually reassigned using SST/DST, the IOA assignments return to the default order after

each IPL.

Table 2. Identify the IOP to which IOAs are assigned

Multi-adapter bridge domain / PCI
bridge set

IOA assighment rules

Co1 - Co4

Co01, C02, C03, C04

CO06 - C08

Co0s6, C07, CO8

Parent topic: Finding part locations

Part assembly diagrams for 11D/20 expansion unit

1/0 backplane and cabling assembly for 11D/20

Table 1. I/0 backplane and cabling assembly part numbers for 11D/20

Index number | Part number Units Description
1 53P0416 1 DASD cable
2 53P4065 1 Blower cable
3 53P0414 1 Control panel cable
4 53P0220 1 Chassis assembly
5 44H7366 5 Mounting screw, stiffener
6 See Backplane |1 I/O Backplane

parts

Problem determination procedures
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PCI adaptersTassemny for 11D/20

Table 2. PCI adapters assembly part numbers for 11D/20

Index number | Part number Units Description

1 See System 7 (maximum PCI adapter
parts quantity)

2 39J1118 1 Power supply bulkhead
3 44H7366 4 Screw, power bulkhead mounting
4 44H7366 3 Screw, PCI plate mounting
5 53P0249 1 PCI adapter headstock bracket
6 53P2728 5 PCI dividers
7 53P2729 2 PCI dividers

Power, RIO adapter, and cabling assembly for 11D/20

/%
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Table 3. Power, RIO adapter, and cabling assembly part numbers for 11D/20

Index number | Part number Units Description
1 See Power 2 (maximum Power supply
parts quantity)
See System 1
) parts RIO bus adapter
See System 1 RIO-2 bus adapter
parts
3 53P2690 3 Cable bracket, SCSI
4 44H7366 1 Screw, SCSI cable
5 39J3287 5 RIO-2 cable bracket
6 44H7366 2 Screw, RIO-2 cable bracket
7 53P0417 Configuration SCSI bus cable
dependent
8 53P0418 Configuration SCSI bus cable
dependent
9 39J1175 1 Power supply filler

Operator paneé assembly for 11D/20

Table 4. Operator panel assembly part numbers for 11D/20

Index number | Part number Units Description

1 See Disk unit 2 Disk-drive-backplane (disk drive enclosure included)
parts

2 53P0321 4 Screw, disk-drive-backplane mounting

3 See Control 1 Operator panel
panel parts

4 39J1178 1 Processor cover

5 44H7366 4 Screw, cover-mounting

Problem determination procedures 255



Service provider information

Fans and disk drives assembly for 11D/20
i

Table 5. Fans and disk drives assembly part numbers for 11D/20

Index number | Part number Units Description

1 39J1176 4 Fan assembly

2 NONUM 11D/20

3 53P0257 1 Disk-drive enclosure 12 pack (disk drive backplanes
included)

4 53P0319 8 Screw, disk drive enclosure mounting

5 See Disk unit Disk drives

parts

6 53P0234 4 Screw, filler-plate mounting

7 44H7366 1 (optional) Disk drive filler plate

8 42R5254 1 Left rail

9 42R5255 1 Right rail

Covers and brackets assembly for 11D/20

Ty
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and brackets assembly part numbers for 11D/20

Index number | Part number Units Description
1 39J3326 1 Front bezel
2 44H7366 2 Screw, latch bracket
3 53P2572 1 Latch bracket assembly left
4 42R4299 4 Cable arm bracket
5 44H7366 1 Screw, cable arm bracket
6 53P2573 1 Latch bracket assembly right

Parent topic: Part assembly diagrams

Using the product activity log

This procedure can help you learn how to use the Product Activity Log (PAL).

1. To locate a problem, find an entry in the product activity log for the symptom you are seeing.

a.

2. Find an

On the command line, enter the Start System Service Tools command:

STRSST

If you cannot get to SST, select DST. See Dedicated Service Tools (DST) for details.

Note: Do not IPL the system or partition to get to DST.

. On the Start Service Tools Sign On display, type in a User ID with service authority and

password.

. From the System Service Tools display, select Start a Service Tool > Product activity log >

Analyze log.

. On the Select Subsystem Data display, select the option to view All Logs.

Note: You can change the From: and To: Dates and Times from the 24-hour default if the
time that the customer reported having the problem was more than 24 hours ago.

. Use the defaults on the Select Analysis Report Options display by pressing the Enter key.
. Search the entries on the Log Analysis Report display.

Note: For example, a 6380 Tape Unit error would be identified as follows:
¢ System Reference Code: 6380CC5F
¢ Class: Perm
0 Resource Name: TAPO1

SRC from the product activity log that best matches the time and type of the problem the

customer reported.

Did you

find an SRC that matches the time and type of problem the customer reported?

+ Yes: Go to Reference codes and use the SRC information to correct the problem. This ends

*

Problem determinati

the procedure.
No: Contact your next level of support. This ends the procedure.

on procedures
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Parent topic: Problem determination procedures

Using the problem log

Use this procedure to find and analyze a problem log entry that relates to the problem reported.

Note: For on-line problem analysis (WRKPRB), ensure that you are logged on with QSRV authority. During
problem isolation, this will allow access to test procedures that are not available under any other log-on.

258

1. On the command line, enter the Work with Problems command:

WRKPRB

Note: Use F4 to change the WRKPRB parameters to select and sort on specific problem log entries
that match the problem. Also, F11 displays the dates and times the problems were logged by the
system.

Was an entry that relates to the problem found?

Note: If the WRKPRB function was not available answer NO.

+ Yes: Continue with the next step.
+ No: Go to Problems with noncritical resources. This ends the procedure.

. Select the problem entry by moving the cursor to the problem entry option field and entering option 8

to work with the problem.
Is Analyze Problem (option 1) available on the Work with Problem display?
No: Perform the following:
a. Return to the initial problem log display (F12).
b. Select the problem entry by moving the cursor to the problem entry option field and selecting

the option to display details.
c. Select the function key to display possible causes.

Note: If this function key is not available, use the customer reported symptom string for
customer perceived information about this problem. Then, go to Using the product activity log.

d. Use the list of possible causes as the FRU list and go to step 5.
Yes: Run Analyze Problem (option 1) from the Work with Problem display.

Notes:

a. For SRCs starting with 6112 or 9337, use the SRC and go to the Reference codes topic.
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b. If the message on the display directs you to use SST (System Service Tools), go to
COMIPO1.

Was the problem corrected by the analysis procedure?

+ No: Continue with the next step.

+ Yes: This ends the procedure.
3. Did problem analysis send you to another entry point in the service information?

+ No: Continue with the next step.

+ Yes: Go to the entry point indicated by problem analysis. This ends the procedure.
4. Was the problem isolated to a list of failing items?

+ Yes: Continue with the next step.

+ No: Go to Problems with noncritical resources. This ends the procedure.
5. Exchange the failing items one at a time until the problem is repaired.

Notes:
a. For failing items, see Using failing item codes, and symbolic FRUs, see Symbolic FRUs.
b. When exchanging FRUs, go to Removing and replacing parts.

Has the problem been resolved?

+ No: Contact your next level of support. This ends the procedure.
+ Yes: This ends the procedure.

Parent topic: Problem determination procedures

COMIPO1

This procedure helps you to isolate problems with the communications input/output adapter (IOA) or
input/output processor (IOP).

Please read and observe the danger notices in Communication isolation procedure before proceeding with
this procedure.

1. If the system has logical partitions, perform this procedure from the logical partition that reported the
problem. To determine if the system has logical partitions, go to Determining if the system has logical
partitions.

2. To determine which communications hardware to test, use the SRC from the problem summary form,
or problem log, For details on line description information, see the Starting a Trace section of Work
with communications trace.

3. Perform the following:

a. Vary off the resources.

b. On the Start a Service Tool display, select Hardware service manager > Logical hardware
resources > System bus resources > Resources associated with IOP for the attached IOPs in
the list until you display the suspected failing hardware.

c. Select Verify on the hardware you want to test. The Verify option may be valid on the IOP,
IOA, or port resource. When it is valid on the IOP resource, any replaceable memory will be
tested. Communications I0As are tested by using the Verify option on the port resource.

4. Run the IOA/IOP test(s). This may include any of the following:

+ Adapter internal test

+ Adapter wrap test (requires adapter wrap plug - available from your hardware service
provider).

+ Processor internal test

¢ Memory test

+ System port test

Does the IOA/IOP test(s) complete successfully?
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+ No: The problem is in the IOA or IOP. If a verify test identified a failing memory module,
replace the memory module. On multiple card combinations, exchange the I0A card before
exchanging the IOP card. Exchange the failing hardware. See Removing and replacing parts.
This ends the procedure.

+ Yes: The IOA/IOP is good. Do NOT replace the IOA/IOP. Continue with the next step.

. Before running tests on modems or network equipment, the remaining local hardware should be

verified Since the IOA/IOP test(s) have completed successfully, the remaining local hardware to be
tested is the external cable.

Is the IOA adapter type 2838, with a UTP (unshielded twisted pair) external cable?

+ Yes: Continue with the next step.
+ No: Go to step 8.

. Is the RJ-45 connector on the external cable correctly wired according to the EIA/TIA-568A standard?

That is,

-Pins 1 and 2 using the same twisted pair,
-Pins 3 and 6 using the same twisted pair,
-Pins 4 and 5 using the same twisted pair,
-Pins 7 and 8 using the same twisted pair.

+ Yes: Continue with the next step.
+ No: Replace the external cable with correctly wired cable. This ends the procedure.

. Do the Line Speed and Duplex values of the line description (DSPLINETH) match the corresponding

values for the network device (router, hub or switch) port?
+ No: Change the Line Speed and/or Duplex value for either the line description or the network
device (router, hub or switch) port. This ends the procedure.
+ Yes: Go to step 9.

. Is the cable wrap test option available as a Verify test option for the hardware you are testing?

+ Yes: Verify the external cable by running the cable wrap test. A wrap plug is required to
perform the test. This plug is available from your hardware service provider. Wrap plug part
numbers can be found in Miscellaneous parts.

Does the cable wrap test complete successfully?

¢ Yes: Continue with the next step.
¢ No: The problem is in the cable. Exchange the cable. This ends the procedure.
+ No: The communications IOA/IOP is not the failing item. One of the following could be

causing the problem.

¢ External cable.

¢ The network.

¢ Any system or device on the network

¢ The configuration of any system or device on the network.

¢ Intermittent problems on the network.

¢ A new SRC - go to Start of call procedure or ask your next level of support for

assistance.

Work with the customer or your next level of support to correct the problem. This ends the
procedure.

. All the local hardware is good. This completes the local hardware verification. The communications

IOA/IOP and/or external cable is not the failing item.
One of the following could be causing the problem:

¢ The network

+ Any system or device on the network

+ The configuration of any system or device on the network

+ Intermittent problems on the network

+ A new SRC - go to Start of call procedure or ask your next level of support for assistance
Work with the customer or your next level of support to correct the problem. This ends the
procedure.

Parent topic: Communication isolation procedure
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Miscellaneous parts

Use this information to find part numbers for miscellaneous items such as keyboards, cable wraps, or cleaning
kits.

See the following for other parts:

¢ For parts that have CCINs, servers Failing Function Code numbers, or o/p Failing Function Code
numbers, see System parts.

e For mechanical and connecting parts, see Part assembly diagrams.

e For internal signal and power cables and external cables, see Cables.

¢ For Hardware Management Console (HMC) parts, see Hardware Management Console (HMC) parts.

Miscellaneous parts

Description Units Part number
QIC cleaning cartridge 59H4366
Test tape QIC 4GB 59H3661
Test tape QIC 16GB 87G1626
Test tape QIC 25GB 59H4127
Test tape QIC 50GB 35L0967
Cleaning kit, optical cables 46G6844
CD-ROM test disk (FC 4425, FC 4525) 81F8902
DVD test disk (FC 4430, FC 4530) 19P0484
DVD cleaning kit 19P0489
Mouse (FC 1700) 76H5078
Il card wrap (TR LAN) FC 2744 AR 6165899
LL card wrap AR 21H3548
MM card wrap AR 21H3547
NN card wrap AR 42H0540
OO card wrap (WS PCI) AR 45H2364
QQ card wrap (WAN PCI) AR 44H7479
SS RJ-45 card wrap FC 2838 and FC 2892 AR 21H4811
UU card wrap (ISDN) FC 2750 AR 97H7749
VV card wrap (ISDN) FC 2751 AR 97H7745
WW card wrap FC 2761 AR 97H7754
XX card wrap (FC 2744) AR 4410082
YY card wrap (FC 2743) AR 16G5609
ZZ card wrap USB (FC 2890 and FC 2892) AR 04N5682
Optical card wrap AR 75G2725
GL card wrap (Ethernet) - (FC 2760 and FC 5701) AR 21P4745
GM card wrap (FC 2742 and FC 2793) AR 53P1677
ASYNC cable wrap 1 17G2642
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V.24AD cable wrap 1 21H3761
RS232AD cable wrap 1 21H3762
V35AD cable wrap 1 21H3763
RS449AD cable wrap 1 21H3790
X21AD cable wrap 1 21H3791
Twinax port tester (93X2040) AR 59X4262
Adapter, 25 pin to 9 pin EIA232 AR 42R5145
FC 5077 jumper AR 04N2653
PCI card filler plate 03K8992
PCI U3 DASD tray 53P2599
GF card wrap - LC Optical (FC 2765, 2766, 2787, 5700, 5704, 5716) |AR 11P3847
V35GM cable wrap AR 53P1678
E(c));vse)r cord retainer clip (models 270, 800, 810, 820, 825, and FC AR 5556740
MCM repair kit - support rails (models ESCALA PL 3250R and AR 12R7403
ESCALA PL 6450R)

MCM repair kit - clamp assembly, blocks, shelves, and tools (models |AR 12R7407
ESCALA PL 3250R and ESCALA PL 6450R)

MCM repair kit - shelf (models ESCALA PL 3250R and ESCALAPL |AR 12R7409
6450R)

MCM repair kit - nest and blower blocking plate (models ESCALA PL |AR 12R7411
3250R and ESCALA PL 6450R)

Memory repair kit (models ESCALA PL 3250R and ESCALA PL AR 16R1540
6450R)

MCM repair kit - tower (models ESCALA PL 3250R and ESCALA PL AR 16R1549
6450R)

RIO bracket (models ESCALA PL 3250R and ESCALA PL 6450R) 1 12R7091

Parent topic: Part number catalog

Removing and replacing parts

Use this information to remove and replace parts.

This is the starting point for all removal and replacement procedures. Perform the following steps.

Attention: When you are removing the cover while the system is powered on, errors may occur due to
electromagnetic interference.

1. See Finding part locations to locate the part you are replacing.
2. Find the appropriate procedure in this topic for the field replaceable unit (FRU) you are removing, and
follow the instructions.

Attention: If you are removing an I0A, IOP, IXS card, disk unit, removable media unit, or certain
parts in an expansion unit, you might be able to keep the system powered on and perform a
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concurrent exchange.

3. When you have completed the procedure, install the new unit by reversing the removal and
replacement procedure unless otherwise noted.
4. After exchanging an item, see Verifying the repair.

¢ Removing and replacing parts in the model ESCALA PL 245T/R
Use this information to remove and replace parts.

¢ Removing and replacing parts in the model ESCALA PL 250R-VL or ESCALA PL 450R-XS

* Removing and replacing parts in the model ESCALA PL 250R-L, PL 250R-L+ or PL 450R-VL+
Use this information to remove and replace parts in the model ESCALA PL 250R-L, PL 250R-L+ or
PL 450R-VL+ .

¢ Removing and replacing parts in the model ESCALA PL 250T/R, PL 250T/R+ or PL 450T/R-L+
Use this information to remove and replace parts in the model 112/85, ESCALA PL 250T/R+ or
ESCALA PL 450T/R-L+, 9405-520, 9406-520, and ESCALA PL 250T/R.

* Removing and replacing parts in the model ESCALA PL 450T/R, PL 450T/R+ or PL 850T/R-L+
Use this information to remove and replace parts in the model ESCALA PL 450T/R+ or ESCALA PL
850T/R-L+, 9406-550, ESCALA PL 450T/R, .

¢ Removing and replacing parts in the model ESCALA PL 1650R-L+, 9406-570, and ESCALA PL
850R/PL 1650R/R+
Use this information to remove and replace parts in the model ESCALA PL 1650R-L+, 9406-570, and
ESCALA PL 850R/PL 1650R/R+.

* Removing and replacing parts in the model 5/75
Use the Service Focal Point application on the Hardware Management Console (HMC) to find
information on how to remove and replace parts in the model 185/75.

¢ Removing and replacing parts in the model ESCALA PL 3250R, PL 3250R+, ESCALA PL 6450
or PL 6450R+
Use the Service focal point application on the Hardware Management Console (HMC) to find
information on how to remove and replace parts in the model ESCALA PL 3250R, ESCALA PL
6450R, and 9406-595.

¢ Removing and replacing parts in the 50/74, 50/79, 8079-002, and 8093-002 expansion units
Use this information to replace a part in the 50/74, 50/79, 8079-002, and 8093-002 expansion units.

¢ Removing and replacing parts in the 50/88 and 05/88 expansion units
Use this information to exchange parts in the 50/88 and 05/88 expansion units.

¢ Removing and replacing parts in the 50/94, 52/94, and 82/94 expansion units
Use this information to exchange parts in the 50/94, 52/94, and 82/94 expansion units.

¢ Removing and replacing parts in the 50/95, 05/95, and 11D/20 expansion units
Use this information to exchange parts in the 50/95, 05/95, and 11D/20 expansion units.

¢ Removing and replacing parts in the 57/86, 57/87, D24, and T24 expansion units
Use this information to exchange parts in the 57/86, 57/87, D24, and T24 expansion units.

¢ Removing and replacing parts in the 57/91, 57/94, and 406/1D expansion units
Use this information to exchange parts in the 57/91, 57/94, and 406/1D expansion units.

¢ Removing and replacing parts in the 57/95 expansion unit
Use this information to exchange parts in the 57/95 expansion unit.

* Removing and replacing parts in the 11D/11 and 57/90 expansion units
Use this information to exchange parts in the 11D/11 and 57/90 expansion units.

e Exchanging RIO cables
Use this procedure to replace the RIO cables concurrently. You will need to perform the following
steps for both ends of the cable that you are replacing.

* HMC parts removal and replacement procedures

* Removing and replacing parts on type 2748, 2757, 2763, 2778, 2780, 2782, 4758, 4764, 5703,
5708, 5709, 571B, 571E, 571F, 573D, 574F, 575B
Use this information to exchange parts on type 2748, 2757, 2763, 2778, 2780, 2782, 4758, 4764,
5703, 5708, 5709, 571B, 571E, 571F, 573D, 574F, 575B cards, only when directed from another
procedure.

¢ Tape cartridge, manual removal
Use this information to remove a tape cartridge from a tape unit.

¢ Optical media (CD-ROM, DVD-ROM, and DVD-RAM) - manual removal
Use this procedure to manually remove optical media (CD-ROM, DVD-ROM, or DVD-RAM) from the
disc tray.

Parent topic: Locating and exchanging parts
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Removing and replacing parts in the model ESCALA PL 245T/R

Use this information to remove and replace parts.

DANGERWhen working on or around the system, observe the following precautions:

Electrical voltage and current from power, telephone, and communication cables are hazardous. To avoid a
shock hazard:

e Connect power to this unit only with the provided power cord. Do not use the provided power cord for
any other product.
¢ Do not open or service any power supply assembly.
* Do not connect or disconnect any cables or perform installation, maintenance, or reconfiguration of
this product during an electrical storm.
e The product might be equipped with multiple power cords. To remove all hazardous voltages,
disconnect all power cords.
* Connect all power cords to a properly wired and grounded electrical outlet. Ensure that the outlet
supplies proper voltage and phase rotation according to the system rating plate.
e Connect any equipment that will be attached to this product to properly wired outlets.
¢ When possible, use one hand only to connect or disconnect signal cables.
e Never turn on any equipment when there is evidence of fire, water, or structural damage.
¢ Disconnect the attached power cords, telecommunications systems, networks, and modems before
you open the device covers, unless instructed otherwise in the installation and configuration
procedures.
e Connect and disconnect cables as described in the following procedures when installing, moving, or
opening covers on this product or attached devices.
To Disconnect:
1. Turn off everything (unless instructed otherwise).
2. Remove the power cords from the outlets.
3. Remove the signal cables from the connectors.
4. Remove all cables from the devices

To Connect:

1. Turn off everything (unless instructed otherwise).
2. Attach all cables to the devices.
3. Attach the signal cables to the connectors.
4. Attach the power cords to the outlets.
5. Turn on the devices.
(D005)

Note: For most parts, the removal and replacement procedures are customer tasks and can be found in the
Installing hardware topic.

e Control panel

e Covers

¢ Disk drive

e Fan

¢ Light path diagnostic card
¢ Media device

e Memory modules

¢ PCI adapter

¢ Power supply

¢ Exchanging the system backplane in the model ESCALA PL 245T/R
¢ Time of day battery

264 Problem determination procedures



Service provider information

e Voltage regulator module

Parent topic: Removing and replacing parts

Removing and replacing parts in the model ESCALA PL 250R-VL or

ESCALA PL 450R-XS

DANGERWhen working on or around the system, observe the following precautions:

Electrical voltage and current from power, telephone, and communication cables are hazardous. To avoid a

shock hazard:

* Connect power to this unit only with the provided power cord. Do not use the provided power cord for

any other product.
¢ Do not open or service any power supply assembly.

¢ Do not connect or disconnect any cables or perform installation, maintenance, or reconfiguration of

this product during an electrical storm.
e The product might be equipped with multiple power cords. To remove all hazardous voltages,
disconnect all power cords.

e Connect all power cords to a properly wired and grounded electrical outlet. Ensure that the outlet

supplies proper voltage and phase rotation according to the system rating plate.
¢ Connect any equipment that will be attached to this product to properly wired outlets.
¢ When possible, use one hand only to connect or disconnect signal cables.
e Never turn on any equipment when there is evidence of fire, water, or structural damage.

¢ Disconnect the attached power cords, telecommunications systems, networks, and modems before

you open the device covers, unless instructed otherwise in the installation and configuration
procedures.

e Connect and disconnect cables as described in the following procedures when installing, moving, or

opening covers on this product or attached devices.

To Disconnect:
1. Turn off everything (unless instructed otherwise).
2. Remove the power cords from the outlets.
3. Remove the signal cables from the connectors.
4. Remove all cables from the devices

To Connect:

1. Turn off everything (unless instructed otherwise).
2. Attach all cables to the devices.
3. Attach the signal cables to the connectors.
4. Attach the power cords to the outlets.
5. Turn on the devices.
(D005)

Choose the part you want to replace.

Note: For most parts in the model ESCALA PL 250R-VL or ESCALA PL 450R-XS, the removal and
replacement procedures are customer tasks and can be found in the Installing hardware topic. Use the
following links to go directly to these procedures.
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e Control panel

¢ Fan

¢ Install into a rack

¢ Media device

e Memory modules

¢ PCI adapter

¢ Power supply

¢ System backplane
e Time of day battery
¢ Voltage regulator module
¢ VPD card

Parent topic: Removing and replacing parts

Exchanging the VPD card in the model ESCALA PL 250R-VL or
ESCALA PL 450R-XS

Attention: The VPD card contains data that is vital to system operation:

e Machine type, model, and serial number

e System brand

e System unique ID (SUID)

e Activation codes for Power On Demand and Virtualization Engine Technologies (if applicable)

If the VPD card is replaced, this data must be programmed into the replacement VPD card. If the system is
still functional prior to the replacement of the VPD card, view and record the System unique ID (SUID).

New, replacement activation codes for Power On Demand and Virtualization Engine Technologies must be
generated. The original activation codes for the system cannot be reused. Contact your next level of support
for new activation codes.

To exchange the VPD card in the model ESCALA PL 250R-VL or ESCALA PL 450R-XS, perform the
following procedure:

1. If you are removing the VPD card as part of another procedure, continue to the next step. If you are
removing the VPD card because it is not operational, verify that it is the failing part. See |dentify a
failing part.

2. If the system is still functional and you are replacing the VPD card with a new VPD card, view and
record the System unique ID (SUID). This can be done by using a Hardware Management Console
(HMC) or PC to access the ASMI. Refer to Accessing the Advanced System Management Interface
for information about setting up the ASMI, and Managing your server using the Advanced System
Management Interface for information about using the ASMI. For further information, see Viewing vital
product data.

3. Perform the following to prepare the system:

a. Ensure that the customer has taken appropriate actions to remove the server from normal
use.

b. Power off the system. For instructions, see Stopping the system.

c. Disconnect the power source from the system.

Note: This system might be equipped with a second power supply. Before continuing with this
procedure, ensure that the power source to the system has been completely disconnected.

d. Attach a wrist strap to a metal surface of your hardware to prevent electrostatic discharge
from damaging your hardware. If you do not have a wrist strap, touch a metal surface of the
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system before installing or replacing hardware.

Note: Follow the same precautions that you would use if you were not using the wrist strap. A
wrist strap is for static control. It will not increase or decrease your risk of receiving electric
shock when using or working on electrical equipment.

Remove the service access cover. For instructions, see Remove the service access cover.
Pull the VPD card out as you squeeze the retainers together (A).

IPHATT5-0

. To insert a VPD card, reverse the steps in this procedure.

. If you replaced the VPD card as part of another procedure, return to that procedure now.

. Connect the line cords to each power supply.

. Use the ASMI to set the system identifiers. Access the ASMI by either using a Hardware Management

Console (HMC) or PC to access the ASMI. Refer to Accessing the Advanced System Management
Interface for information about setting up the ASMI, and Managing your server using the Advanced
System Management Interface for information about using the ASMI. Update the system configuration
settings. For further information, see Programming vital product data.

If the customer had Power On Demand activation codes, obtain new activation codes from your next
level of support and enter the new codes. For more information, see Working with Power On Demand.
If the customer had Virtualization Engine Technologies activation codes, obtain new activation codes
from your next level of support and enter the new codes. For more information, see Entering the
activation code for Virtualization Engine technologies.

Power on the system. To review the power on procedure, go to Powering on and powering off.

If you replaced the VPD card because it was not operational, verify that the new resource is
functional. See Verifying the repair. This ends the procedure.

Parent topic: Removing and replacing parts in the model ESCALA PL 250R-VL or ESCALA PL 450R-XS

Removing and replacing parts in the model ESCALA PL 250R-L, PL
250R-L+ or PL 450R-VL+

Use this information to remove and replace parts in the model ESCALA PL 250R-L, PL 250R-L+ or PL
450R-VL+ .

DANGERWhen working on or around the system, observe the following precautions:

Electrical voltage and current from power, telephone, and communication cables are hazardous. To avoid a
shock hazard:
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* Connect power to this unit only with the provided power cord. Do not use the provided power cord for
any other product.
¢ Do not open or service any power supply assembly.
¢ Do not connect or disconnect any cables or perform installation, maintenance, or reconfiguration of
this product during an electrical storm.
e The product might be equipped with multiple power cords. To remove all hazardous voltages,
disconnect all power cords.
e Connect all power cords to a properly wired and grounded electrical outlet. Ensure that the outlet
supplies proper voltage and phase rotation according to the system rating plate.
¢ Connect any equipment that will be attached to this product to properly wired outlets.
¢ When possible, use one hand only to connect or disconnect signal cables.
e Never turn on any equipment when there is evidence of fire, water, or structural damage.
¢ Disconnect the attached power cords, telecommunications systems, networks, and modems before
you open the device covers, unless instructed otherwise in the installation and configuration
procedures.
e Connect and disconnect cables as described in the following procedures when installing, moving, or
opening covers on this product or attached devices.
To Disconnect:
1. Turn off everything (unless instructed otherwise).
2. Remove the power cords from the outlets.
3. Remove the signal cables from the connectors.
4. Remove all cables from the devices

To Connect:

1. Turn off everything (unless instructed otherwise).
2. Attach all cables to the devices.
3. Attach the signal cables to the connectors.
4. Attach the power cords to the outlets.
5. Turn on the devices.
(D005)

Note: For most parts in the model ESCALA PL 250R-L, ESCALA PL 250R-L+ or ESCALA PL 450R-VL+, , the
removal and replacement procedures are customer tasks and can be found in the Installing hardware topic.

e Control panel

¢ Disk drive

e Fan

¢ Media device

¢ Memory module

¢ PCI adapter

¢ Power supply

e Storage 1/0 adapter cache battery pack
e System backplane

¢ Time-of-day battery

¢ Voltage regulator module
¢ VPD card

Parent topic: Removing and replacing parts

Removing and replacing parts in the model ESCALA PL 250T/R, PL
250T/R+ or PL 450T/R-L+

Use this information to remove and replace parts in the model 112/85, ESCALA PL 250T/R+ or ESCALA PL
450T/R-L+, 9405-520, 9406-520, and ESCALA PL 250T/R.
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DANGERWhen working on or around the system, observe the following precautions:

Electrical voltage and current from power, telephone, and communication cables are hazardous. To avoid a

shock hazard:

* Connect power to this unit only with the provided power cord. Do not use the provided power cord for

any other product.
¢ Do not open or service any power supply assembly.

¢ Do not connect or disconnect any cables or perform installation, maintenance, or reconfiguration of

this product during an electrical storm.
e The product might be equipped with multiple power cords. To remove all hazardous voltages,
disconnect all power cords.

¢ Connect all power cords to a properly wired and grounded electrical outlet. Ensure that the outlet

supplies proper voltage and phase rotation according to the system rating plate.
¢ Connect any equipment that will be attached to this product to properly wired outlets.
¢ When possible, use one hand only to connect or disconnect signal cables.
e Never turn on any equipment when there is evidence of fire, water, or structural damage.

¢ Disconnect the attached power cords, telecommunications systems, networks, and modems before

you open the device covers, unless instructed otherwise in the installation and configuration
procedures.

e Connect and disconnect cables as described in the following procedures when installing, moving, or

opening covers on this product or attached devices.

To Disconnect:
1. Turn off everything (unless instructed otherwise).
2. Remove the power cords from the outlets.
3. Remove the signal cables from the connectors.
4. Remove all cables from the devices

To Connect:

1. Turn off everything (unless instructed otherwise).
2. Attach all cables to the devices.
3. Attach the signal cables to the connectors.
4. Attach the power cords to the outlets.
5. Turn on the devices.
(D005)

Note: For most parts in the model 112/85, ESCALA PL 250T/R+ or ESCALA PL 450T/R-L+, 9405-520,

9406-520, and ESCALA PL 250T/R, the removal and replacement procedures are customer tasks and can be

found in the Installing hardware topic.

¢ Control panel and signal cable

¢ Disk drive

¢ Disk drive backplane

¢ Fan

¢ Fan tray

¢ Media device

¢ Media device enclosure

¢ Memory module

¢ PCI adapter

¢ PCI adapter divider

e Power supply

¢ Rack-mounted system unit latch bracket
¢ RAID enablement card

¢ Service processor assembly

¢ Storage I/0 adapter cache battery pack
e System backplane

Problem determination procedures
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¢ Time-of-day battery
e Voltage regulator module
e VPD card

Parent topic: Removing and replacing parts

Removing and replacing parts in the model ESCALA PL 450T/R, PL
450T/R+ or PL 850T/R-L+

Use this information to remove and replace parts in the model ESCALA PL 450T/R+ or ESCALA PL
850T/R-L+, 9406-550, ESCALA PL 450T/R, .

DANGERWhen working on or around the system, observe the following precautions:

Electrical voltage and current from power, telephone, and communication cables are hazardous. To avoid a
shock hazard:

e Connect power to this unit only with the provided power cord. Do not use the provided power cord for
any other product.
¢ Do not open or service any power supply assembly.
* Do not connect or disconnect any cables or perform installation, maintenance, or reconfiguration of
this product during an electrical storm.
e The product might be equipped with multiple power cords. To remove all hazardous voltages,
disconnect all power cords.
* Connect all power cords to a properly wired and grounded electrical outlet. Ensure that the outlet
supplies proper voltage and phase rotation according to the system rating plate.
e Connect any equipment that will be attached to this product to properly wired outlets.
¢ When possible, use one hand only to connect or disconnect signal cables.
e Never turn on any equipment when there is evidence of fire, water, or structural damage.
¢ Disconnect the attached power cords, telecommunications systems, networks, and modems before
you open the device covers, unless instructed otherwise in the installation and configuration
procedures.
e Connect and disconnect cables as described in the following procedures when installing, moving, or
opening covers on this product or attached devices.
To Disconnect:
1. Turn off everything (unless instructed otherwise).
2. Remove the power cords from the outlets.
3. Remove the signal cables from the connectors.
4. Remove all cables from the devices

To Connect:

1. Turn off everything (unless instructed otherwise).
2. Attach all cables to the devices.
3. Attach the signal cables to the connectors.
4. Attach the power cords to the outlets.
5. Turn on the devices.
(D005)

Note: For most parts in the model ESCALA PL 450T/R+ or ESCALA PL 850T/R-L+, 9406-550, ESCALA PL
450T/R, , the removal and replacement procedures are customer tasks and can be found in the Installing
hardware topic.
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¢ Control panel and signal cable

¢ Disk drive

¢ Disk drive backplane

¢ Fan

¢ Media device

¢ Media device enclosure

¢ Memory module

¢ PCI adapter

¢ PCI adapter dividers and light pipes

¢ Power supply

¢ Rack-mounted system unit latch bracket

¢ RAID enablement card

¢ RIO/HSL cables

¢ RIO/HSL adapter card

e System backplane
Use this procedure to remove and replace a system backplane in a model ESCALA PL 450T/R+ or
ESCALA PL 850T/R-L+, 9406-550, ESCALA PL 450T/R, .

e System processor assembly

¢ Time-of-day battery

¢ Voltage regulator module

¢ VPD card

Parent topic: Removing and replacing parts

Removing and replacing parts in the model ESCALA PL 1650R-L+,
9406-570, and ESCALA PL 850R/PL 1650R/R+

Use this information to remove and replace parts in the model ESCALA PL 1650R-L+, 9406-570, and
ESCALA PL 850R/PL 1650R/R+.

DANGERWhen working on or around the system, observe the following precautions:

Electrical voltage and current from power, telephone, and communication cables are hazardous. To avoid a
shock hazard:

e Connect power to this unit only with the provided power cord. Do not use the provided power cord for
any other product.
¢ Do not open or service any power supply assembly.
* Do not connect or disconnect any cables or perform installation, maintenance, or reconfiguration of
this product during an electrical storm.
e The product might be equipped with multiple power cords. To remove all hazardous voltages,
disconnect all power cords.
* Connect all power cords to a properly wired and grounded electrical outlet. Ensure that the outlet
supplies proper voltage and phase rotation according to the system rating plate.
e Connect any equipment that will be attached to this product to properly wired outlets.
¢ When possible, use one hand only to connect or disconnect signal cables.
e Never turn on any equipment when there is evidence of fire, water, or structural damage.
¢ Disconnect the attached power cords, telecommunications systems, networks, and modems before
you open the device covers, unless instructed otherwise in the installation and configuration
procedures.
e Connect and disconnect cables as described in the following procedures when installing, moving, or
opening covers on this product or attached devices.
To Disconnect:
1. Turn off everything (unless instructed otherwise).
2. Remove the power cords from the outlets.
3. Remove the signal cables from the connectors.
4. Remove all cables from the devices

To Connect:
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1. Turn off everything (unless instructed otherwise).
2. Attach all cables to the devices.
3. Attach the signal cables to the connectors.
4. Attach the power cords to the outlets.
5. Turn on the devices.
(D005)

Note: For most parts in the model ESCALA PL 1650R-L+, 9406-570, and ESCALA PL 850R/PL 1650R/R+,
the removal and replacement procedures are customer tasks and can be found in the Installing hardware

topic.

e Control panel

¢ Disk drive

¢ Disk drive enclosure and backplane

e Fan

¢ Exchanging the 1/0 backplane in the model ESCALA PL 1650R-L+ and ESCALA PL 850R/PL
1650R/R+

¢ Media device

¢ Media enclosure and backplane

¢ Memory module

¢ PCI adapter

¢ Power supply

e Exchanging the RAID enablement card in the model ESCALA PL 1650R-L+ and ESCALA PL
850R/PL 1650R/R+

¢ RIO/HSL card

¢ SCSI-IDE converter card

¢ Flexible service processor and time-of-day battery

¢ Flexible service processor

e SMP processor cable

e System backplane

¢ System processor card

¢ Voltage regulator module

¢ Exchanging the VPD card in the model ESCALA PL 1650R-L+ and ESCALA PL 850R/PL
1650R/R+

Parent topic: Removing and replacing parts

Removing and replacing parts in the model 5/75

Use the Service Focal Point application on the Hardware Management Console (HMC) to find information on
how to remove and replace parts in the model 185/75.

Do the following to access the Service Focal Point application:

272

1. Log into the HMC as the service representative.

2. In the Navigation area, select the Service Applications icon.

3. Select the Service Focal Point icon.

4. Select Exchange Parts. The Exchange Parts window opens. Follow the instructions on the Exchange
Parts window until you reach the removal and replacement procedures for the selected part.
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Parent topic: Removing and replacing parts

Removing and replacing parts in the model ESCALA PL 3250R, PL
3250R+, ESCALA PL 6450 or PL 6450R+

Use the Service focal point application on the Hardware Management Console (HMC) to find information on
how to remove and replace parts in the model ESCALA PL 3250R, ESCALA PL 6450R, and 9406-595.

Do the following to access the Service focal point application:

1. Log into the HMC as the service representative.

2. In the Navigation area, select the Service Applications icon.

3. Select the Service Focal Point icon.

4. Select Exchange Parts. The Exchange Parts window opens. Follow the instructions on the Exchange
Parts window until you reach the removal and replacement procedures for the selected part.

Parent topic: Removing and replacing parts

Removing and replacing parts in the 50/74, 50/79, 8079-002, and
8093-002 expansion units

Use this information to replace a part in the 50/74, 50/79, 8079-002, and 8093-002 expansion units.

e AC charger A01 (single line cord)

¢ AC modules A01 and A02 (dual line cord)

¢ Air moving devices B01 and B02

o Batteries T01, T02, T03, and T04

¢ PCI adapter

e Cards (concurrent)
Use this procedure to remove or replace cards concurrently in the 50/74, 50/79, 50/94, 52/94,
8079-002, 8093-002, 8094-002, and 82/94 expansion units.

¢ Cards (dedicated)
Use this procedure to remove or replace cards using dedicated maintenance in the 50/74, 50/79,
50/94, 52/94, 8079-002, 8093-002, 8094-002, and 82/94 expansion units.

e Covers

¢ Device boards DB1, DB2, DB3
Use this procedure to remove or replace the device board in the 50/74, 50/79, 8079-002, and
8093-002 expansion units.

¢ Disk drive

e Control panel NB1

¢ Media device

e Power distribution board PB1

e Power supplies P00, P01, P02, and P03

e Tower card CB1

Parent topic: Removing and replacing parts

Exchanging cards (concurrent) in the 50/74, 50/79, 50/94, 52/94,
8079-002, 8093-002, 8094-002, and 82/94 expansion units

Use this procedure to remove or replace cards concurrently in the 50/74, 50/79, 50/94, 52/94, 8079-002,
8093-002, 8094-002, and 82/94 expansion units.
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Concurrent/dedicated guidelines

In some cases you do not need to power down the system to change PCI cards. Use the following guidelines
to determine if you should use dedicated or concurrent removal and replacement procedures. If you use
concurrent maintenance on a partitioned system, follow the procedures from the partition that owns the
resource. If the resource is not owned, follow the procedure from the primary partition.

For 50/74, 50/79, 50/94, and 52/94 IXS cards:

The IXS cards require dedicated maintenance. Do not power down the individual card slot. You can power
down the 50/74 unit, or the top or bottom half of a 50/79 or 52/94 unit. See Exchanging cards (dedicated) in
the 50/74, 50/79, 50/94, 52/94, 8079-002, 8093-002, 8094-002, and 82/94 expansion units.

For 50/74, 50/79, 50/94, and 52/94 cards - except IXS cards:

e Card positions that permit card level concurrent maintenance using HSM:

+ For 50/74 or 50/79: Card positions C01 through C07 and C09 through C15 permit card level
concurrent maintenance using HSM. You can power down the individual card slot.

+ For 50/94 or 52/94: Card positions C01 through C09, and C11 through C15 permit card level
concurrent maintenance using HSM. You can power down the individual card slot.

o [f the resource is the load source IOA or the load source IOP, or any other storage IOA/IOP with
critical DASD attached for the system, primary, or secondary partition, follow the on-screen
instructions when you use HSM to power down the IOP or IOA. Instructions to use functions 68 and
69 on the control panel will be included.

e |f the resource is the console IOA or the console IOP for the system or primary partition, you cannot
power down the domain.

o [f the resource is the console IOA or the console IOP for a secondary partition, then power down the
secondary partition and follow the procedure from the primary partition.

CAUTION:The system contains circuit cards, assemblies, or both that contain lead solder. To avoid
the release of lead (Pb) into the environment, do not burn. Discard the circuit card as instructed by
local regulations. (C014)

Attention: All cards are sensitive to electrostatic discharge. See Working with electrostatic
discharge-sensitive parts.

Parent topic: Removing and replacing parts in the 50/74, 50/79, 8079-002, and 8093-002 expansion units
Parent topic: Removing and replacing parts in the 50/94, 52/94, and 82/94 expansion units

Remove cards concurrently

To remove cards concurrently:

1. On the command line, enter the Start System Service Tools command:

STRSST

If you cannot get to SST, select DST. See Dedicated Service Tools (DST) for details.

Attention: Do not perform a system IPL to get to DST.

274 Problem determination procedures



(G208 W N

© (o BN o))

10.

11.
12.
13.

Service provider information

. Select Start a Service Tool > Hardware Service Manager > Packaging hardware resources.
. Select Hardware contained within package for the Frame ID that contains the IOA or IOP that you are

removing.

. Find the card position for the IOA or IOP that you are removing and select Concurrent maintenance.
. A listing of the power domain is shown. Select the Power off domain function key. Everything within

the IOA's or IOP's power domain will be powered off .

. To see the status of the power domain, select the Display power states function key.
. Find the 10A or IOP that you are removing and select Toggle LED blink off/on.
. Remove the cover to access the card that you are removing from the system. See Exchanging the

covers in the 50/74, 50/79, 50/94, 52/94, 8079-002, 8093-002, 8094-002, and 82/94 expansion units.

. Remove the EMC access plate that is located directly above the card enclosure. Press the two

latching mechanisms together and tilt the top of the cover away from the frame to remove it.

Look at the power LED for the card that you are removing to ensure that it is powered off. The power
LED is located to the left of and directly above the card slot. If the LED is blinking multiple times per
second (rapidly) or it is off, then the card is powered off.

Note: For a double wide adapter, there is only one power LED visible for both slots.

Disconnect and label any cables from the card that you wish to remove.
Turn the latch counter clockwise and lift upward on the black latch to release the card.
Gently pull the card off the backplane. This ends the procedure.

Replace cards concurrently

To replace cards concurrently:

g~ w

. Install the card in to the system by reversing the card removal procedure above.
. Select the Power on domain function key for the I0OA or IOP that you are installing.

Note: To the right of the description field you will see one or both of the following symbols displayed:

+ *indicates the location to which the system will assign the resource.
+ > indicates the location to which the resource was last assigned.

. Press Enter. The Work with Controlling Resource display will appear.
. Determine the location where you want to assign the resource and select Assign to for that location.
. Wait for the Hardware Resource Concurrent Maintenance display to appear with the message

indicating that the power on is complete.

. After exchanging an item, go to Verifying the repair.
. If you have exchanged a 2766, 2787, or 280E Fibre Channel IOA, the external storage subsystem

must be updated to use the world-wide port name of the new IOA. Refer to Updating the world-wide
port name for a new 2766 or 2787 IOA for details. This ends the procedure.

Exchanging cards (dedicated) in the 50/74, 50/79, 50/94, 52/94,
8079-002, 8093-002, 8094-002, and 82/94 expansion units

Use this procedure to remove or replace cards using dedicated maintenance in the 50/74, 50/79, 50/94,
52/94, 8079-002, 8093-002, 8094-002, and 82/94 expansion units.
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In some cases, you do not need to power down the system to change PCI cards. Use the guidelines in
Exchanging cards (concurrent) in the 50/74, 50/79, 50/94, 52/94, 8079-002, 8093-002, 8094-002, and 82/94
expansion units to determine if you should use dedicated or concurrent exchange procedures.

CAUTION:The system contains circuit cards, assemblies, or both that contain lead solder. To avoid
the release of lead (Pb) into the environment, do not burn. Discard the circuit card as instructed by
local regulations. (C014)

Attention: All cards are sensitive to electrostatic discharge. See Working with electrostatic
discharge-sensitive parts.

To remove or replace the cards (dedicated):

. Power off the expansion unit. See Powering off an expansion unit.

. Remove the ac power cord from the frame that you are working on.

. Remove the cover to access the card that you are removing from the system. See Exchanging the
covers in the 50/74, 50/79, 50/94, 52/94, 8079-002, 8093-002, 8094-002, and 82/94 expansion units.

. Remove the EMC access plate that is located directly above the card enclosure. Press the two
latching mechanisms together and tilt the top of the cover away from the frame to remove it.

. Disconnect and label any cables from the card that you wish to remove.

. Turn the latch counter clockwise and lift upward on the black latch to release the card.

. Gently pull the card off the backplane.

. Reverse this procedure to replace the card. After exchanging a failing item, go to Verifying the repair.

. If you have exchanged a 2766, 2787, or 280E Fibre Channel IOA, the external storage subsystem
must be updated to use the world-wide port name of the new IOA. Refer to Updating the world-wide
port name for a new 2766, 2787, or 280E 10A for details. This ends the procedure..
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Parent topic: Removing and replacing parts in the 50/74, 50/79, 8079-002, and 8093-002 expansion units
Parent topic: Removing and replacing parts in the 50/94, 52/94, and 82/94 expansion units

Exchanging the covers in the 50/74, 50/79, 50/94, 52/94, 8079-002,
8093-002, 8094-002, and 82/94 expansion units

Use this procedure to remove or replace covers in the 50/74, 50/79, 50/94, 52/94, 8079-002, 8093-002,
8094-002, and 82/94 expansion units.

e To open or remove the front cover, refer to Figure 1.
e To open or remove the rear cover, refer to Figure 2.

Perform the following steps to open or remove each cover.

1. Unlock the cover (front only).

2. Open the cover by grasping its right side and pulling it towards you.

3. After opening the cover, press down on lever (B), which is located inside along the top, left side of the
cover.

4. Tilt the top of the cover away from the expansion unit, and lift the cover off. This ends the procedure.
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Parent topic: Removing and replacing parts in the 50/74, 50/79, 8079-002, and 8093-002 expansion units
Parent topic: Removing and replacing parts in the 50/94, 52/94, and 82/94 expansion units

Removing and replacing parts in the 50/88 and 05/88 expansion units

Use this information to exchange parts in the 50/88 and 05/88 expansion units.

DANGERWhen working on or around the system, observe the following precautions:

Electrical voltage and current from power, telephone, and communication cables are hazardous. To avoid a
shock hazard:

¢ Connect power to this unit only with the provided power cord. Do not use the provided power cord for
any other product.

¢ Do not open or service any power supply assembly.

¢ Do not connect or disconnect any cables or perform installation, maintenance, or reconfiguration of
this product during an electrical storm.

e The product might be equipped with multiple power cords. To remove all hazardous voltages,
disconnect all power cords.

¢ Connect all power cords to a properly wired and grounded electrical outlet. Ensure that the outlet
supplies proper voltage and phase rotation according to the system rating plate.

¢ Connect any equipment that will be attached to this product to properly wired outlets.

¢ When possible, use one hand only to connect or disconnect signal cables.

e Never turn on any equipment when there is evidence of fire, water, or structural damage.

¢ Disconnect the attached power cords, telecommunications systems, networks, and modems before
you open the device covers, unless instructed otherwise in the installation and configuration
procedures.
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¢ Connect and disconnect cables as described in the following procedures when installing, moving, or
opening covers on this product or attached devices.
To Disconnect:
1. Turn off everything (unless instructed otherwise).
2. Remove the power cords from the outlets.
3. Remove the signal cables from the connectors.
4. Remove all cables from the devices

To Connect:

1. Turn off everything (unless instructed otherwise).
2. Attach all cables to the devices.
3. Attach the signal cables to the connectors.
4. Attach the power cords to the outlets.
5. Turn on the devices.
(D005)

¢ Air moving devices B01 and B02
¢ AMD controller card BB1
¢ PCl adapter
e Cards (concurrent)
Use this procedure to remove or replace cards concurrently in the 50/88 and 05/88 expansion units.
¢ Cards (dedicated)
e Covers
Use this procedure to remove or replace the covers in the 50/88 and 05/88 expansion units.
e Control panel NB1
¢ Power distribution backplane PB1
e Power supplies P01 and P02
e Tower card CB1

Parent topic: Removing and replacing parts

Exchanging cards (dedicated) in the 50/88 and 05/88 expansion units

Use this procedure to remove or replace cards (dedicated) in the 50/88 and 05/88 expansion units.

In some cases, you do not need to power down the system to change PCI cards. Use the guidelines in
Exchanging cards (concurrent) in the 50/88 and 05/88 expansion units to determine if you should use
dedicated or concurrent remove and replace procedures.

CAUTION:The system contains circuit cards, assemblies, or both that contain lead solder. To avoid
the release of lead (Pb) into the environment, do not burn. Discard the circuit card as instructed by
local regulations. (C014)

Attention: All cards are sensitive to electrostatic discharge (see Working with electrostatic
discharge-sensitive parts).

1. Power off the PCI expansion unit (see Powering off an expansion unit).

2. Disconnect the two ac power cords from the AC box.

3. Remove the rear cover (see Exchanging the covers in the 50/88 and 05/88 expansion units).

4. Remove the EMC access plate over the card enclosure by loosening the thumb screws and pulling it
towards you.
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5. Remove the retaining screws from the card enclosure.
6. Disconnect and label the cables that are attached to the back of the card enclosure.
7. Slide the card enclosure partially out of the frame.
8. Disconnect and label any cables from the card that you wish to remove.
9. Turn the latch counter-clockwise and lift up on the black latch to release the card.
10. Remove the card by gently pulling it out.
11. Install the new card by reversing this procedure. After exchanging the failing item, go to Verifying the
repair.
12. If you have exchanged a 2766, 2787, or 280E Fibre Channel IOA, the external storage subsystem
must be updated to use the world-wide port name of the new IOA. Refer to Updating the world-wide
port name for a new 2766, 2787, or 280E I0A for details. This ends the procedure.

Parent topic: Removing and replacing parts in the 50/88 and 05/88 expansion units

Exchanging the covers in the 50/88 and 05/88 expansion units

Use this procedure to remove or replace the covers in the 50/88 and 05/88 expansion units.

Attention: If you remove the cover while the expansion unit is powered on, errors may occur due to
electromagnetic interference.

e To remove the front cover, grasp the edges of the front cover and pull it towards you.
e To open or remove the rear cover when the expansion unit is mounted either on top of a 50/74 or in a
0551 rack, perform the following steps:
1. Grasp the right side of the cover and pull it towards you to open it.
2. After opening the cover, press down on the lever that is located inside along the top, left-side
of the cover.
3. Tilt the top of the cover away from the unit and lift the cover off.

Note: Refer to Figure 2. Rear cover - removal in Exchanging the covers in the 50/74, 50/79,
50/94, 52/94, 8079-002, 8093-002, 8094-002, and 82/94 expansion units for details.

This ends the procedure.

Parent topic: Removing and replacing parts in the 50/88 and 05/88 expansion units

Removing and replacing parts in the 50/94, 52/94, and 82/94 expansion
units

Use this information to exchange parts in the 50/94, 52/94, and 82/94 expansion units.

DANGERWhen working on or around the system, observe the following precautions:
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Electrical voltage and current from power, telephone, and communication cables are hazardous. To avoid a
shock hazard:

¢ Connect power to this unit only with the provided power cord. Do not use the provided power cord for
any other product.
e Do not open or service any power supply assembly.
¢ Do not connect or disconnect any cables or perform installation, maintenance, or reconfiguration of
this product during an electrical storm.
¢ The product might be equipped with multiple power cords. To remove all hazardous voltages,
disconnect all power cords.
e Connect all power cords to a properly wired and grounded electrical outlet. Ensure that the outlet
supplies proper voltage and phase rotation according to the system rating plate.
¢ Connect any equipment that will be attached to this product to properly wired outlets.
¢ When possible, use one hand only to connect or disconnect signal cables.
¢ Never turn on any equipment when there is evidence of fire, water, or structural damage.
¢ Disconnect the attached power cords, telecommunications systems, networks, and modems before
you open the device covers, unless instructed otherwise in the installation and configuration
procedures.
¢ Connect and disconnect cables as described in the following procedures when installing, moving, or
opening covers on this product or attached devices.
To Disconnect:
1. Turn off everything (unless instructed otherwise).
2. Remove the power cords from the outlets.
3. Remove the signal cables from the connectors.
4. Remove all cables from the devices

To Connect:

1. Turn off everything (unless instructed otherwise).
2. Attach all cables to the devices.
3. Attach the signal cables to the connectors.
4. Attach the power cords to the outlets.
5. Turn on the devices.
(D005)

Note: The 52/94 expansion unit consists of two stacked 50/94 units. Use these 50/94 exchange procedures
for a 52/94 unit. Service 8094-002 expansion units with these procedures also.
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¢ AC modules A01 and A02 (single line cord)

¢ AC modules A01 and A02 (dual line cord)

e Backplane CB1

¢ PCI adapter

¢ Cards (concurrent)
Use this procedure to remove or replace cards concurrently in the 50/74, 50/79, 50/94, 52/94,
8079-002, 8093-002, 8094-002, and 82/94 expansion units.

¢ Cards (dedicated)
Use this procedure to remove or replace cards using dedicated maintenance in the 50/74, 50/79,
50/94, 52/94, 8079-002, 8093-002, 8094-002, and 82/94 expansion units.

e Covers

¢ Device boards DB1 and DB2
Use this procedure to remove or replace a device board (DB1 and DB2) in the 50/94 and 82/94
expansion units.

¢ Device board DB3
Use this procedure to remove or replace a device board (DB3) in the 50/94 and 82/94 expansion
units.

¢ Disk unit (concurrent)
Use this procedure to remove or replace a disk unit using concurrent maintenance in the 50/94 and
82/94 expansion units.

¢ Disk unit (dedicated)
Use this procedure to remove or replace a disk unit using dedicated maintenance in the 50/94 and
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82/94 expansion units.

¢ Control panel NB1

e Fans B01 and B02

¢ Power distribution backplane PB1

¢ Power supplies P00, P01, P02, and P03
¢ Removable media D41 and D42

Use this procedure to remove or replace removable media (D41 and D42) in the 50/94 and 82/94
expansion units.

Parent topic: Removing and replacing parts

Exchanging ac modules in the 50/94 and 82/94 expansion units (single
line cord)

Use this procedure to remove or replace an ac module (AO1 and A02) in the single line cord 50/94 and 82/94
expansion units.

(e BaNNe)}

. Is the system or expansion unit with the failing ac module powered on?

+ Yes: Continue with the next step.
+ No: Go to step 3.

. Is the failing ac module in location A02 (see Locations 50/94, 52/94, 8094-002, 82/94, and 91/94

expansion unit)?
+ No: The failing ac module is in location AO1. Power off the system (see Powering on and
powering off) and continue with the next step.
¢ Yes: Do not power off the system or expansion unit if it is powered on; this procedure can be
performed concurrently. Continue with the next step.

. Open the rear cover (see Exchanging the covers in the 50/74, 50/79, 50/94, 52/94, 8079-002,

8093-002, 8094-002, and 82/94 expansion units).

. Trace and disconnect the ac input line cord that connects to the ac module that needs replacing (see

Locations 50/94, 52/94, 8094-002, 82/94, and 91/94 expansion unit).

Attention: Do not disconnect the other nonfailing unit ac line cord when powered on.

. Disconnect the power supply jumper cords from the ac module that you are working on.

Attention: Do not disconnect the other system ac module power supply jumper cords.

. Remove the top and bottom screws that hold the ac module to the expansion unit.
. Remove the ac module unit.
. Install the new ac module by reversing this procedure.

Note: Do not install power supplies PO0 and P01 ac jumper cables on the same ac input module.

. After exchanging the module, go to Verifying the repair. This ends the procedure.

Parent topic: Removing and replacing parts in the 50/94, 52/94, and 82/94 expansion units
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Exchanging disk units (concurrent) in the 50/94 and 82/94 expansion
units

Use this procedure to remove or replace a disk unit using concurrent maintenance in the 50/94 and 82/94

expansion units.

Attention: If you are removing the cover while the expansion unit is powered on, errors may occur due to
electromagnetic interference.

Attention: The disk unit is sensitive to electrostatic discharge (see Working with electrostatic
discharge-sensitive parts).
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1. Determine if the system has logical partitions before continuing with this procedure (see Determining
if the system has logical partitions).
2. Were you directed here from the Disk unit recovery procedures?
+ No: Go to Disk unit recovery procedures.
+ Yes: After you have determined the location of the disk unit to replace, remove the front

covers for access (see Exchanging the covers in the 50/74, 50/79, 50/94, 52/94, 8079-002,
8093-002, 8094-002, and 82/94 expansion units). Then continue with the next step.

3. Remove the EMC access plate that is at the location of the disk unit that you are removing.
4. To remove the disk unit perform the following:

a.

O

Select System Service Tools (SST). If you cannot get to SST, select DST.

Attention: Do not perform a system IPL to get to DST.

. Select Start a Service Tool > Hardware Service Manager.
. Select Device Concurrent Maintenance and enter the required information in the information

fields.

. Press Enter on the console. After the delay time, the light above the device location will begin

flashing. You now have 9 seconds to pinch the two surfaces of the latching mechanism
together and rotate the handle of the disk unit towards you. Pull the disk unit partially out of
the tower. The light above the device location will go off and remain off as soon as the device
is no longer making contact with the backplane.

Attention: If you remove the device when the light is not flashing, data might be lost, the disk
unit might be damaged, or the backplane might be damaged.
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Wait another 5 seconds to allow time for the disk to stop spinning. Then pull the disk unit the
remaining way out of the tower.
5. Are you finished with the repair?
+ No: Continue with the next step.
+ Yes: Replace the covers that were removed during this procedure, and return to the
procedure that sent you here. This ends the procedure.
6. Install the new disk unit by performing the following:
a. Select System Service Tools (SST). If you cannot get to SST, select DST.

Attention: Do not perform a system IPL to get to DST.

O

. Select Start a Service Tool > Hardware Service Manager.
c. Select Device Concurrent Maintenance and enter the required information in the information
fields.

Attention: Do not press Enter at this time.

d. Slide the unit halfway into the tower. Ensure that the device does not make contact with the
backplane at this time.

e. Press Enter on the console. After the delay time, the light above the device location will begin
flashing. You now have 9 seconds to insert the disk unit:

i. Put the disk unit part way into the desired slot and rotate the handle of the disk unit
towards you.

ii. Push the disk unit completely into the slot, and rotate the handle towards the disk unit
to latch it into the slot. The light above the device location will go off and remain off
for a few seconds when the device contacts the backplane. Then it should go on and
remain on.

Attention: If you install the device when the light is not flashing, data may be lost, the disk
unit may be damaged, or the backplane may be damaged.

f. Replace the covers that were removed during this procedure and return to the procedure that
sent you here. This ends the procedure.

Parent topic: Removing and replacing parts in the 50/94, 52/94, and 82/94 expansion units

Exchanging disk units (dedicated) in the 50/94 and 82/94 expansion
units

Use this procedure to remove or replace a disk unit using dedicated maintenance in the 50/94 and 82/94
expansion units.
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Attention: The disk unit is sensitive to electrostatic discharge (see Working with electrostatic
discharge-sensitive parts).

1. Determine if the system has logical partitions before continuing with this procedure (see Determining
if the system has logical partitions).
2. Were you directed here from the Disk unit recovery procedures?
+ No: Go to Disk unit recovery procedures.
+ Yes: After you have determined the location of the disk unit to replace, remove the front
covers for access (see Exchanging the covers in the 50/74, 50/79, 50/94, 52/94, 8079-002,
8093-002, 8094-002, and 82/94 expansion units). Then continue with the next step.
3. Remove the EMC access plate that is over the location of the disk unit that you are removing (see
Locations 50/94, 52/94, 8094-002, 82/94, and 91/94 expansion unit).
4. Remove the disk unit by performing the following:
a. Power off the system (see Powering on and powering off).
b. Disconnect the power cord.
c. Pinch the two surfaces of the latching mechanism together and pull the handle towards you to
release the disk unit from the slot.
d. Remove the disk unit from the tower.

5. Are you finished with the repair?
+ No: Continue with the next step.
+ Yes: Replace the covers that were removed during this procedure and return to the procedure
that sent you here. This ends the procedure.
6. Install the disk unit by performing the following:
a. Power off the system (see Powering on and powering off).
b. Disconnect the power cord.
c. Put the disk unit partially into the desired slot, and rotate the handle of the disk unit towards
you.
d. Push the disk unit completely into the slot and rotate the handle towards the disk unit to latch
it into the slot.
e. Replace the covers that were removed during this procedure and return to the procedure that
sent you here. This ends the procedure.

Parent topic: Removing and replacing parts in the 50/94, 52/94, and 82/94 expansion units

Exchanging removable media in the 50/94 and 82/94 expansion units

Use this procedure to remove or replace removable media (D41 and D42) in the 50/94 and 82/94 expansion
units.
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CAUTION:This product might contain one or more of the following devices: CD-ROM drive, DVD-ROM
drive, DVD-RAM drive, or laser module, which are Class 1 laser products. Note the following
information:

¢ Do not remove the covers. Removing the covers of the laser product could result in exposure to
hazardous laser radiation. There are no serviceable parts inside the device.

¢ Use of the controls or adjustments or performance of procedures other than those specified herein
might result in hazardous radiation exposure.

(C026)

CAUTION:Some laser products contain an embedded Class 3A or Class 3B laser diode. Note the
following information: laser radiation when open. Do not stare into the beam, do not view directly with
optical instruments, and avoid direct exposure to the beam. (C030)

Perform the following to remove the removable media:

1. Determine if the system has logical partitions before continuing with this procedure (see Determining
if the system has logical partitions).

2. Remove media (if any) from the device. If the eject button on a tape device is failing, go to Tape
cartridge, manual removal, then continue with the next step of this procedure. If the eject button on a
DVD-RAM device is failing and will not open, do not attempt manual removal of optical media at this
time. For optical devices other than DVD-RAM, go to Optical media (CD-ROM, DVD-ROM, and
DVD-RAM) - manual removal, and then continue with the next step of this procedure.

3. Are you removing a unit by using device concurrent maintenance?

+ Yes: Continue with the next step.
+ No: Perform the following:
a. Power off the tower or expansion tower (see Powering on and powering off).
b. Disconnect the power cord from the tower or expansion tower.
c. Open the front cover (see Exchanging the covers in the 50/74, 50/79, 50/94, 52/94,
8079-002, 8093-002, 8094-002, and 82/94 expansion units).
d. Pull on the handles, which are located on each side of the unit, and remove the unit.
If the unit is DVD-RAM, and manual removal of optical media is required, go to
Optical media (CD-ROM, DVD-ROM, and DVD-RAM) - manual removal.
e. Install the new device by reversing this removal procedure. After exchanging an item,
go to Verifying the repair.

Notes:

i. If you need to remove a tape from the old tape unit, see Tape cartridge,
manual removal.

ii. If you need to remove optical media from an optical device, go to Optical
media (CD-ROM, DVD-ROM, and DVD-RAM) - manual removal.

This ends the procedure.
4. Before exchanging a removable media unit, you must ensure that the unit is not in use and is varied
off.

Note: If you are removing an optical storage unit, you must ensure that all of the removable media
units in the tower or expansion tower are not in use and are varied off.

5. Use the figure to determine the location of the internal removable media unit. Record this location for
later use.
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Figure 1. Internal removable media locations

Position
D42

Position
D41

6. Perform thé—following:
a. Select System Service Tools (SST). If you cannot get to SST, select DST.

Do not perform a system IPL to get to DST.

b. Select Start a Service Tool > Hardware Service Manager > Device Concurrent Maintenance
and enter the required information in the information fields. Do not press the Enter key at this
time.

c. Read the remaining steps of this procedure and ensure that you understand the procedure
before continuing.

d. Press the Enter key on the console. After the delay time, the light at the top right of the device
will begin flashing. You now have 9 seconds to pull firmly on the handles and pull the unit
partially out of the tower.

Attention: If you remove the device when the light is not flashing, data may be lost, the unit
may be damaged, or the backplane may be damaged.

Note: The light at the top right of the device will go off and remain off as soon as the device is
no longer making contact with the backplane.

e. Remove the unit from the tower.
¢ If you need to remove a tape from the old tape unit, see Tape cartridge, manual
removal.
¢ If you need to remove optical media from an optical device, go to Optical media
(CD-ROM, DVD-ROM, and DVD-RAM) - manual removal.
This ends the procedure.

Parent topic: Removing and replacing parts in the 50/94, 52/94, and 82/94 expansion units

Replace removable media

Perform the following to replace the removable media:

1. Perform the following to install a new unit:
a. Select Device Concurrent Maintenance and enter the required information in the information
fields. Do not press the Enter key at this time.
b. Read the remaining steps of this procedure and ensure that you understand the procedure
before continuing.
c. Slide the unit partially into the tower. Ensure that the device does not contact the backplane
at this time.

Attention: If you install the device when the light is not flashing, data may be lost, the unit
may be damaged, or the backplane may be damaged.

d. Press the Enter key on the console. After the delay time, the light at the top right of the device
will begin flashing. You now have 9 seconds to push in firmly on the handles and push the
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unit completely into the frame.

Note: The light at the top right of the device will go off and remain off for a few seconds when
the device contacts the backplane. Then it should go on and remain on.

Did the light on the device go on and remain on?

¢ No: Continue with the next step.
¢ Yes: After exchanging an item, go to Verifying the repair. This ends the procedure.
2. Attempt the device concurrent maintenance procedure again without physically moving the unit.

Did the light above the device go on and remain on?

+ No: Continue with the next step.

+ Yes: After exchanging an item, go to Verifying the repair. This ends the procedure.
3. There is a power problem. One of the following is the problem:

+ The new unit is defective.

+ The backplane was damaged during the device concurrent maintenance procedure.

+ There is a new problem with the power subsystem. This ends the procedure.

Removing and replacing parts in the 50/95, 05/95, and 11D/20
expansion units

Use this information to exchange parts in the 50/95, 05/95, and 11D/20 expansion units.

DANGERWhen working on or around the system, observe the following precautions:

Electrical voltage and current from power, telephone, and communication cables are hazardous. To avoid a
shock hazard:

* Connect power to this unit only with the provided power cord. Do not use the provided power cord for
any other product.
¢ Do not open or service any power supply assembly.
* Do not connect or disconnect any cables or perform installation, maintenance, or reconfiguration of
this product during an electrical storm.
e The product might be equipped with multiple power cords. To remove all hazardous voltages,
disconnect all power cords.
e Connect all power cords to a properly wired and grounded electrical outlet. Ensure that the outlet
supplies proper voltage and phase rotation according to the system rating plate.
¢ Connect any equipment that will be attached to this product to properly wired outlets.
* When possible, use one hand only to connect or disconnect signal cables.
e Never turn on any equipment when there is evidence of fire, water, or structural damage.
¢ Disconnect the attached power cords, telecommunications systems, networks, and modems before
you open the device covers, unless instructed otherwise in the installation and configuration
procedures.
e Connect and disconnect cables as described in the following procedures when installing, moving, or
opening covers on this product or attached devices.
To Disconnect:
1. Turn off everything (unless instructed otherwise).
2. Remove the power cords from the outlets.
3. Remove the signal cables from the connectors.
4. Remove all cables from the devices
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To Connect:

1. Turn off everything (unless instructed otherwise).
2. Attach all cables to the devices.
3. Attach the signal cables to the connectors.
4. Attach the power cords to the outlets.
5. Turn on the devices.
(D005)

e Control panel
e Covers
¢ Disk drive
¢ Disk drive backplane
¢ Fan
Use this procedure to remove or replace a fan or air moving device (AMD) in the 50/95, 05/95, and
11D/20 expansion units.
¢ |/O backplane assembly
¢ PCl adapter
e Power supply
¢ RIO/HSL card

Parent topic: Removing and replacing parts

Exchanging covers in the 50/95 and 05/95 expansion units

Use this procedure to remove or replace the covers in the 50/95 and 05/95 expansion units.
To remove the front cover: Pull the top of the cover away from the frame.
To remove the right side cover: Lift up on the latch and slide the cover to the rear of the unit.

To remove the rear cover: Lift the cover to detach.

Parent topic: Removing and replacing parts in the 50/95, 05/95, and 11D/20 expansion units

Removing and replacing parts in the 57/86, 57/87, D24, and T24
expansion units

Use this information to exchange parts in the 57/86, 57/87, D24, and T24 expansion units.

DANGERWhen working on or around the system, observe the following precautions:

Electrical voltage and current from power, telephone, and communication cables are hazardous. To avoid a
shock hazard:

e Connect power to this unit only with the provided power cord. Do not use the provided power cord for
any other product.

¢ Do not open or service any power supply assembly.

¢ Do not connect or disconnect any cables or perform installation, maintenance, or reconfiguration of
this product during an electrical storm.

¢ The product might be equipped with multiple power cords. To remove all hazardous voltages,
disconnect all power cords.
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* Connect all power cords to a properly wired and grounded electrical outlet. Ensure that the outlet
supplies proper voltage and phase rotation according to the system rating plate.

e Connect any equipment that will be attached to this product to properly wired outlets.

¢ When possible, use one hand only to connect or disconnect signal cables.

e Never turn on any equipment when there is evidence of fire, water, or structural damage.

¢ Disconnect the attached power cords, telecommunications systems, networks, and modems before
you open the device covers, unless instructed otherwise in the installation and configuration
procedures.

e Connect and disconnect cables as described in the following procedures when installing, moving, or

opening covers on this product or attached devices.

To Disconnect:
1. Turn off everything (unless instructed otherwise).
2. Remove the power cords from the outlets.
3. Remove the signal cables from the connectors.
4. Remove all cables from the devices

To Connect:

1. Turn off everything (unless instructed otherwise).
2. Attach all cables to the devices.
3. Attach the signal cables to the connectors.
4. Attach the power cords to the outlets.
5. Turn on the devices.
(D005)

Notes:

1. For most parts on a 57/86, 57/87, D24, and T24 expansion unit, the removal and replacement
procedures are customer tasks and can be found in the Installing hardware topic.

2. Refer to the installation instructions that were provided with the chassis assembly FRU (field
replaceable unit) for the chassis assembly FRU removal and replacement procedures.

e Exchanging the model 57/86 chassis

¢ Disk drive

e Exchanging the 57/86, 57/87, D24, and T24 SCSI disk drive enclosure fans
Replace SCSI disk drive enclosure fans for expansion units.

¢ Power supply

Parent topic: Removing and replacing parts

Exchanging the model 57/86 chassis

To exchange the chassis on the model 57/86, perform the following procedure:

1. If you are removing the chassis as part of another procedure, continue to the next step. If you are
removing the system backplane because it is not operational, verify that it is the failing part. See
Identify a failing part.

2. Perform the following to prepare the system:

a. Ensure that the customer has taken appropriate actions to remove the server from normal
use.

b. Power off the system. For instructions, see Stopping the system.
c. Disconnect the power source from the system.

Problem determination procedures



Service provider information

Note: This system might be equipped with a second power supply. Before continuing with this
procedure, ensure that the power source to the system has been completely disconnected.

d. Attach a wrist strap to a metal surface of your hardware to prevent electrostatic discharge
from damaging your hardware. If you do not have a wrist strap, touch a metal surface of the
system before installing or replacing hardware.

Note: Follow the same precautions that you would use if you were not using the wrist strap. A
wrist strap is for static control. It will not increase or decrease your risk of receiving electric
shock when using or working on electrical equipment.

. Remove all of the cables from the back of the system unit.

. Remove the service access cover.

. Remove the fans. See Fans.

. Remove the device enclosure.

. Remove the disk drives. Mark their order and location. See Disk drive.

. To insert a chassis, reverse the steps in this procedure.

. If you replaced the chassis as part of another procedure, return to that procedure now. If you replaced
it because it was not operational, verify that the new resource is functional. See Verifying the repair.

OONOO O~ W

Parent topic: Removing and replacing parts in the 57/86, 57/87, D24, and T24 expansion units

Exchanging the 57/86, 57/87, D24, and T24 SCSI disk drive enclosure
fans

Replace SCSI disk drive enclosure fans for expansion units.
CAUTION:This assembly contains mechanical moving parts. Use care when servicing this assembly.

CAUTION:Servicing of this product or unit is to be performed by trained service personnel only.
(C032)

L008)

3

Use this procedure to remove and replace the 57/86, 57/87, D24, and T24 SCSI disk drive enclosure fan.

1. This procedure can be done with the power on.

2. Locate the fan assembly on the front of the expansion unit and a slide bar that secures the fans.
3. Unscrew the slide bar's thumbscrew, and slide the slide bar to the side.

4. Pull the fan assembly straight out until it is clear of the expansion unit.

5. To replace the fan assembly, reverse this removal procedure.
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Parent topic: Removing and replacing parts in the 57/86, 57/87, D24, and T24 expansion units

Removing and replacing parts in the 57/91, 57/94, and 406/1D
expansion units

Use this information to exchange parts in the 57/91, 57/94, and 406/1D expansion units.

DANGERWhen working on or around the system, observe the following precautions:

Electrical voltage and current from power, telephone, and communication cables are hazardous. To avoid a

shock hazard:

* Connect power to this unit only with the provided power cord. Do not use the provided power cord for

any other product.
¢ Do not open or service any power supply assembly.

¢ Do not connect or disconnect any cables or perform installation, maintenance, or reconfiguration of

this product during an electrical storm.

e The product might be equipped with multiple power cords. To remove all hazardous voltages,

disconnect all power cords.

e Connect all power cords to a properly wired and grounded electrical outlet. Ensure that the outlet

supplies proper voltage and phase rotation according to the system rating plate.
¢ Connect any equipment that will be attached to this product to properly wired outlets.
¢ When possible, use one hand only to connect or disconnect signal cables.
e Never turn on any equipment when there is evidence of fire, water, or structural damage.

¢ Disconnect the attached power cords, telecommunications systems, networks, and modems before

you open the device covers, unless instructed otherwise in the installation and configuration
procedures.

e Connect and disconnect cables as described in the following procedures when installing, moving, or

opening covers on this product or attached devices.

To Disconnect:
1. Turn off everything (unless instructed otherwise).
2. Remove the power cords from the outlets.
3. Remove the signal cables from the connectors.
4. Remove all cables from the devices

To Connect:

1. Turn off everything (unless instructed otherwise).
2. Attach all cables to the devices.
3. Attach the signal cables to the connectors.
4. Attach the power cords to the outlets.
5. Turn on the devices.
(D005)

Note: For some parts in the 57/91, 57/94, and 406/1D expansion units, the removal and replacement

procedures are customer tasks and can be found in the Installing hardware topic. Use the following links to go

directly to these procedures.

Disk drive

PCI adapter
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For all other parts, use the Service focal point application on the Hardware Management Console (HMC) to
find information about how to remove and replace parts. Do the following to access the Service focal point
application:

1. Log into the HMC as the service representative.

2. In the Navigation area, select the Service Applications icon.

3. Select the Service Focal Point icon.

4. Select Exchange Parts. The Exchange Parts window opens. Follow the instructions on the Exchange
Parts window until you reach the removal and replacement procedures for the selected part.

Parent topic: Removing and replacing parts

Removing and replacing parts in the 57/95 expansion unit

Use this information to exchange parts in the 57/95 expansion unit.

DANGERWhen working on or around the system, observe the following precautions:

Electrical voltage and current from power, telephone, and communication cables are hazardous. To avoid a
shock hazard:

e Connect power to this unit only with the provided power cord. Do not use the provided power cord for
any other product.

* Do not open or service any power supply assembly.

¢ Do not connect or disconnect any cables or perform installation, maintenance, or reconfiguration of
this product during an electrical storm.

e The product might be equipped with multiple power cords. To remove all hazardous voltages,
disconnect all power cords.

¢ Connect all power cords to a properly wired and grounded electrical outlet. Ensure that the outlet
supplies proper voltage and phase rotation according to the system rating plate.

e Connect any equipment that will be attached to this product to properly wired outlets.

¢ When possible, use one hand only to connect or disconnect signal cables.

e Never turn on any equipment when there is evidence of fire, water, or structural damage.

e Disconnect the attached power cords, telecommunications systems, networks, and modems before
you open the device covers, unless instructed otherwise in the installation and configuration
procedures.

e Connect and disconnect cables as described in the following procedures when installing, moving, or
opening covers on this product or attached devices.

To Disconnect:
1. Turn off everything (unless instructed otherwise).
2. Remove the power cords from the outlets.
3. Remove the signal cables from the connectors.
4. Remove all cables from the devices

To Connect:

1. Turn off everything (unless instructed otherwise).
2. Attach all cables to the devices.
3. Attach the signal cables to the connectors.
4. Attach the power cords to the outlets.
5. Turn on the devices.
(D005)

¢ 57/95 expansion unit
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* 57/95 media device

Parent topic: Removing and replacing parts

57/95 expansion unit

1. Perform the following to prepare the system:

a.

b.
c.

Ensure that the customer has taken appropriate actions to remove the server from normal
use.

Power off the system. For instructions, see Stopping the system.

Disconnect the power source from the system.

Note: This system might be equipped with a second power supply. Before continuing with this
procedure, ensure that the power source to the system has been completely disconnected.

. Attach a wrist strap to a metal surface of your hardware to prevent electrostatic discharge

from damaging your hardware. If you do not have a wrist strap, touch a metal surface of the
system before installing or replacing hardware.

Note: Follow the same precautions that you would use if you were not using the wrist strap. A
wrist strap is for static control. It will not increase or decrease your risk of receiving electric
shock when using or working on electrical equipment.

2. Label and disconnect all cables from the rear of the 57/95 expansion unit.

3. Loosen the thumbscrews that hold the 57/95 expansion unit to the rack.

4. Slide the 57/95 expansion unit out of the rack.

5. To insert the 57/95 expansion unit, reverse the steps in this procedure.

6. If you replaced the 57/95 expansion unit because it was not operational, verify that the new resource
is functional. See Verifying the repair.This ends the procedure.

Parent topic: Removing and replacing parts in the 57/95 expansion unit

57/95 media device

1. Perform the following to prepare the system:

a.

b.
c.

Ensure that the customer has taken appropriate actions to remove the server from normal
use.

Power off the system. For instructions, see Stopping the system.

Disconnect the power source from the system.

Note: This system might be equipped with a second power supply. Before continuing with this
procedure, ensure that the power source to the system has been completely disconnected.

. Attach a wrist strap to a metal surface of your hardware to prevent electrostatic discharge

from damaging your hardware. If you do not have a wrist strap, touch a metal surface of the
system before installing or replacing hardware.

Note: Follow the same precautions that you would use if you were not using the wrist strap. A
wrist strap is for static control. It will not increase or decrease your risk of receiving electric
shock when using or working on electrical equipment.
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. Loosen the thumbscrew of the media device that you want to remove.

. Slide the media device out of the expansion unit.

. Disconnect the power cable at the rear of the media device.

. Disconnect the SCSI cable at the rear of the media device.

. Remove the screws that attach the media device to the carrier assembly.

. To insert a media device, reverse the steps in this procedure.

. If you replaced the media device because it was not operational, verify that the new resource is
functional. See Verifying the repair. This ends the procedure.
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Parent topic: Removing and replacing parts in the 57/95 expansion unit

Removing and replacing parts in the 11D/11 and 57/90 expansion units

Use this information to exchange parts in the 11D/11 and 57/90 expansion units.

Note: Refer to the 11D/10 service guide for 11D/10 removal and replacement information.

DANGERWhen working on or around the system, observe the following precautions:

Electrical voltage and current from power, telephone, and communication cables are hazardous. To avoid a
shock hazard:

294

¢ Connect power to this unit only with the provided power cord. Do not use the provided power cord for
any other product.
¢ Do not open or service any power supply assembly.
¢ Do not connect or disconnect any cables or perform installation, maintenance, or reconfiguration of
this product during an electrical storm.
¢ The product might be equipped with multiple power cords. To remove all hazardous voltages,
disconnect all power cords.
e Connect all power cords to a properly wired and grounded electrical outlet. Ensure that the outlet
supplies proper voltage and phase rotation according to the system rating plate.
¢ Connect any equipment that will be attached to this product to properly wired outlets.
¢ When possible, use one hand only to connect or disconnect signal cables.
¢ Never turn on any equipment when there is evidence of fire, water, or structural damage.
¢ Disconnect the attached power cords, telecommunications systems, networks, and modems before
you open the device covers, unless instructed otherwise in the installation and configuration
procedures.
¢ Connect and disconnect cables as described in the following procedures when installing, moving, or
opening covers on this product or attached devices.
To Disconnect:
1. Turn off everything (unless instructed otherwise).
2. Remove the power cords from the outlets.
3. Remove the signal cables from the connectors.
4. Remove all cables from the devices

To Connect:

1. Turn off everything (unless instructed otherwise).
2. Attach all cables to the devices.
3. Attach the signal cables to the connectors.
4. Attach the power cords to the outlets.
5. Turn on the devices.
(D005)
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¢ Remove the 11D/11 and 57/90 expansion unit front cover

¢ Place the 11D/11 and 57/90 expansion unit in the service position

¢ Remove the 11D/11 and 57/90 expansion unit service access cover
¢ PCI adapter

e Exchange the 11D/11 and 57/90 fan assembly

e Exchange the 11D/11 and 57/90 1/0 backplane assembly

e Exchange the 11D/11 and 57/90 RIO card

¢ Exchange the 11D/11 and 57/90 power supply

Parent topic: Removing and replacing parts

Remove the 11D/11 and 57/90 expansion unit front cover

To remove the expansion unit front cover, do the following:

1. Open the front rack door.

2. Simultaneously press in both cover-release tabs.

3. Pivot the cover out from the top, swing the top forward.

4. Pull the bottom of the cover up, then away from the expansion unit chassis. This action releases the
two tab hooks located on the bottom of the expansion unit chassis.

5. To replace the front cover, reverse this removal procedure.

Parent topic: Removing and replacing parts in the 11D/11 and 57/90 expansion units

Place the 11D/11 and 57/90 expansion unit in the service position
Parent topic: Removing and replacing parts in the 11D/11 and 57/90 expansion units

Place the expansion unit in the service position

To place the expansion unit in the service position, do the following:

. Ensure that the system unit to which the expansion unit is connected is shut down.

. From the back of the rack, disconnect the expansion unit's power cables from the power distribution
bus.

. Remove the retaining screws located on the back of the expansion unit.

. Label and disconnect all of the cables connected to the back of the expansion unit.

. From the back of the rack, pull the expansion unit straight out until the unit stops.

. Press the stop latch on the side of the enclosure.

. Support the expansion unit as you pull it out from the back of the rack.

. Place the expansion unit on a stable work surface.
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Return the expansion unit to the operating position

To return the expansion unit to the operating position, do the following:

1. From the back of the rack, insert the expansion unit into the rack location from which it was removed.
The end of the expansion unit that contains the power supplies goes toward the front of the rack.
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2. Support the expansion unit as you push it toward the front of the rack.
3. Install the retaining screws in the back of the expansion unit.

4. Reconnect the cables to the back of the expansion unit.

5. Reconnect the power cables.

6. Restart the system.

Remove the 11D/11 and 57/90 expansion unit service access cover

To remove the expansion unit service access cover, follow these steps:

1. Open the front rack door.

2. Place the expansion unit into the service position as described in Place the 11D/11 and 57/90
expansion unit in the service position.

3. Loosen the two captive thumbscrews located on the back of the service access cover.

4. From the back of the expansion unit, lift the cover and slide it backwards until the front disengages.
Lift the cover off the expansion unit.

5. To replace the expansion unit service access cover, reverse this removal procedure.

Parent topic: Removing and replacing parts in the 11D/11 and 57/90 expansion units

Exchanging RIO cables

Use this procedure to replace the RIO cables concurrently. You will need to perform the following steps for
both ends of the cable that you are replacing.

Attention: Depending on your operator system you may need to follow the Power off, power on instructions
specific to your server.

Note: You do not need to power off the system or expansion unit. If you are replacing a cable between a
system unit and an expansion unit, connect the expansion unit end of the cable first. This will reduce the
chances of the problem identified in the previous warning from happening with the system unit however, the
problem may still occur with the 1/O unit in rare cases.

1. Disconnect the cable at the unit, card location, and port on which you are working. See the previous
note.
2. Is the connection an optical link?
+ No: Wait at least 30 seconds.
+ Yes: Clean the RIO cable connectors on the new cables and the cable port using the tools
and procedures listed in the symbolic FRU OPTCLN. Continue with the next step.
3. Connect the new cable to the port.
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Attention: For copper cables, you must fully connect the cable and tighten the connector's screws within 30
seconds of when the cable makes contact with the port. If you do not, the link will fail and you must disconnect
and reconnect it again. If the connector screws are not tightened, errors will occur on the link and it will fail.

This ends the procedure.

Parent topic: Removing and replacing parts

Power off, power on instructions

If you accidentally removed an RIO cable and lost RIO connections to frames that were in a loop, follow these
steps.

1. From the Hardware Service Manager screen, select Packaging hardware resources.

2. Select the unit that has lost its RIO connection and select Concurrent maintenance. Then press Enter.
3. Select Power off domain to power off the unit tower.

4. After reconnecting the unit into the RIO loop, select Power on domain. This ends the procedure.

HMC parts removal and replacement procedures

Customers can perform the removal and replacement procedures for most of the parts on their HMC personal
computers. For more information about removing and replacing parts on the HMC, see Removing and
replacing parts on the HMC.

Parent topic: Removing and replacing parts

Removing and replacing parts on type 2748, 2757, 2763, 2778, 2780,
2782, 4758, 4764, 5703, 5708, 5709, 571B, 571E, 571F, 573D, 574F, 575B

Use this information to exchange parts on type 2748, 2757, 2763, 2778, 2780, 2782, 4758, 4764, 5703, 5708,
5709, 571B, 571E, 571F, 573D, 574F, 575B cards, only when directed from another procedure.

¢ Replacing the cache battery pack on type 2748, 2757, 2763, 2778, 2780, 2782, 5703, 5708, 5709,
571B, 571E, 571F, 573D, 574F, 575B cards
Use this procedure to remove or replace the cache battery pack from type 2748, 2757, 2763, 2778,
2780, 2782, 5703, 5708, 5709, 571B, 571E, 571F, 573D, 574F, 575B cards.

¢ Separating the removable cache card from the base card on type 2780 and 571E cards

e Separating the 571F/575B card set and moving the cache directory card

* Remove / Install the cache directory card on type 2748, 2757, 2763, 2778, 2780, 2782, 5703,
5709, 571B, 571E, and 573D cards

¢ Replacing the battery on a type 4758 card
Use this procedure to remove or replace the PCI cryptographic coprocessor card batteries in type
4758.

¢ Disabling the cryptographic coprocessor on a type 4758 card

¢ Replacing the battery on a type 4764 card
Use this procedure to remove or replace the type 4764 PCI cryptographic coprocessor card batteries.

¢ Disabling the cryptographic coprocessor on a type 4764 card

Parent topic: Removing and replacing parts
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Separating the removable cache card from the base card on type 2780
and 571E cards

To complete this procedure, you will need a T-10 TORX tool.

Attention: To avoid loss of cache data, do not disconnect the cache battery during this procedure.
To separate the removable cache card from the base card, do the following:

Important: All cards are sensitive to electrostatic discharge. See Working with electrostatic
discharge-sensitive parts.

1. Label both sides of the card before separating the cache card from the base card.
2. Are you servicing a 2780 adapter or a 571E adapter?
+ If you are servicing a 2780 adapter, go to step 3.
+ If you are servicing a 571E adapter, go to step 9.
3. Place the 2780 adapter on an ESD protective surface and orient it as shown in the following graphic.
Note the position of the card handle.
4. Remove the three screws A from the base card as shown.

Tip: Note the thread differences of the screws for correct screw replacement. The two screws that
were secured into the plastic handle have a different thread pattern from the machine thread screw
that was removed from the front of the card.

IPHAUEDD-1

5. Turn the card over.
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IPHALS02-0

7. To separate the cards, turn the jack screw counterclockwise until you feel the cards separate.

IPHAUG03-0

8. Separate the base card from the removable cache card.

Important: After separating the base card from the cache card, turn the jack screw clockwise to
reseat it.

After you have reseated the jack screw, go to Attach the removable cache card to the base card.

Problem determination procedures

299



Service provider information

IPHAUG04-0

9. Place the 571E adapter on an ESD protective surface and orient it as shown in the following graphic.
Note the position of the card handle.
10. Remove screw A from the base card as shown.

IPHAUG20-0

11. Turn the card over.

IPHAUS30-0

12. Loosen screw B one full turn. Do not remove this screw.
p

IPHAUG22-0

13. Remove the four screws C from the removable cache card as shown.
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Note: Observe the keyhole slot located below screw B. In step 15 when asked to separate the cache
card, you will need to have the keyhole slot clear the retaining screw.

IPHAUG23-0

o begin separating the cards. Continue turning the jack screw

14. Turn the jack screw counterclockwise t
until you feel the cards separate.

15. Carefully slide the removable cache card towards the plastic handle. Slightly lift up the back portion of
the cache card freeing the cache directory card's keyhole slot from its retaining screw.

T IPHAUB25-0

16. Separate the base card from the removable cache card.

Important: After separating the base card from the cache card, turn the jack screw clockwise to
reseat it.
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IPHAUB26E-0

Parent topic: Removing and replacing parts on type 2748, 2757, 2763, 2778, 2780, 2782, 4758, 4764, 5703,
5708, 5709, 571B, 571E, 571F, 573D, 574F, 575B

Attach the removable cache card to the base card

To attach the removable cache card to the base card, do the following:

1. Make sure the jack screw is turned clockwise until it is fully seated.

Attention: If the jack screw is not fully seated, the cards will not connect properly and damage may
occur.

2. Are you servicing a 2780 adapter or a 571E adapter?
+ If you are servicing a 2780 adapter, go to step 3.
+ If you are servicing a 571E adapter, go to step 7.

3. Align then attach the 2780 base card to the removable cache card by doing the following:
a. Align the card connector.

Note: To help align the card connector, view the jack screw through the hole.

b. Press down on the stiffener plate to fully seat the connector.
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4. Attach the four screws A to the removable cache card as shown.

IPHAUG06-0

IPHALIGO7-0

6. Attach the three screws B to the base card as shown. Note the thread differences in the screws as
described in step 4 of the previous separation procedure. This ends this procedure.

ff‘IPHALBnEJ
7. Attach the 571E base card to the removable cache card by doing the following:
a. Align the removable cache card with the base card and place the hole in the cache directory
card over the screw B.
b. Slide the removable cache card away from the plastic handle to line up the card connector.
(view the jack screw through the hole to help alignment).

Problem determination procedures 303



Service provider information

IPHAUBZ8-0

c. Press down on the area of the card over the connector to fully seat the connector.

8. Attach the four screws C to the removable cache card as shown.

T
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9. Tighten screw B on the cache diectory card.

IPHALG25-0

IPHAUB30-0

11. Attach the screw A to the base card.
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Remove / Install the cache directory card on type 2748, 2757, 2763,
2778, 2780, 2782, 5703, 5709, 571B, 571E, and 573D cards

Important: All cards are sensitive to electrostatic discharge. Read Working with electrostatic
discharge-sensitive parts before performing this procedure.

1. Is the cache directory card on a type 5709 or 573D (RAID enablement) card?
+ No: Continue with the next step.
+ Yes: Remove the RAID enablement card using one of the following procedures, then go to
step step 7:
¢ For model 5/20: Remove the model ESCALA PL 250T/R RAID enablement card
¢ For model 5/70: Exchanging the RAID enablement card in the model ESCALA PL
1650R-L+ and ESCALA PL 850R/PL 1650R/R+
2. Remove the card using the concurrent card removal and replacement procedure for the model or
expansion unit that you are working on (see Removing and replacing parts).
3. Choose one of the following:
+ For type 2748, 2763, and 2778 cards, continue with the next step.
+ For type 2757, 2780, 2782, 5703, 5709, 571B, and 573D cards, go to step step 7.
+ For type 571E cards, go to step 10.
4. Locate the cache directory card B. It is a small rectangular card mounted on the 1/O card (see Figure

1).

Spread the tabs on each side of the cache directory card, and raise the back of the cache directory
card B up and away from the I/O card. The cache directory card will pivot up about 20 degrees.

5. Pull the cache directory card out.

6. Install the replacement cache directory card by wiggling it into place at a 20-degree angle before
pushing it down and locking the tabs. Be sure that the holes on each side of the cache directory card
are filled by the pegs on the cache card to ensure proper seating. This ends the procedure.

7. Locate the cache directory card B. It is a small rectangular card mounted on the 1/O card (see Figure
2, Figure 3, Figure 4, Figure 5 or Figure 6).

8. Unseat the connector on the cache directory card by wiggling the two corners that are farthest from
the mounting peg by using a rocking motion. Then, pivot the cache directory card back over the
mounting peg to disengage the cache directory card from the mounting peg.

Note: For the type 2757 card, do not remove the larger card with the two mounting pegs.
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9. Install the replacement card by seating it on the connector and mounting peg. This ends the

procedure.

Figure 1. Cache battery pack and cache directory card for type 2748, 2763, and 2778
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Figure 4. Cache battery pack and cache directory card for type 5709 and 573D
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Figure 5. Cache battery pack and cache directory card for type 2780 (style A)

FZARE585-1

Figure 6. che battery pack and cache directory card for type 2780 (style B)
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Locate the cache directory card B. To locate the cache directory card for your card type, refer to the
graphics listed in step 9. In the graphics the B designation is always the cache directory card.
Loosen the retaining screw located on the cache directory card one full turn. Do not remove the
retaining screw.

Unseat the cache directory card from the connector. To unseat and remove the cache directory card,
wiggle the card back and forth toward the plastic card handle, then lift the cache directory card up and
off the retaining screw.

Install the replacement cache directory card. To install the replacement cache directory card, place it
down over the retaining screw, then slide it away from the plastic card handle to fully seat it in the
connector.

Tighten the retaining screw. This ends the procedure.

Parent topic: Removing and replacing parts on type 2748, 2757, 2763, 2778, 2780, 2782, 4758, 4764, 5703,
5708, 5709, 571B, 571E, 571F, 573D, 574F, 575B

Disabling the cryptographic coprocessor on a type 4758 card
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Note: For security, use the following procedure when replacing the cryptographic coprocessor.
Use this procedure to properly and permanently disable the Type 4758 PCI cryptographic coprocessor card.

Attention: During disablement, the contents of the coprocessor's protected memory will be set to zeros. The
cryptographic master key and other data stored in the protected memory will be lost.

CAUTION:The battery is a lithium ion battery. To avoid possible explosion, do not burn. Exchange
only with the approved part. Recycle or discard the battery as instructed by local regulations. (C007a)

1. Remove the cryptographic coprocessor card using the Cards (concurrent) remove and replace
procedure for the system unit or tower in which the card is located. See Removing and replacing
parts, choose the correct model, and then the Cards (concurrent) procedure.

2. Locate the lithium batteries, which are located in adjacent holders, with the battery 2 above the J3
connector. Refer to the following illustration.

Figure 1. Battery locations on the PCI cryptographic coprocessor
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Note: The 4758-023 card contains four batteries, even though only two batteries are shown in the
preceding figure. Battery 3 is directly above battery 1, and battery 4 is directly above battery 2.

Attention: The loss of battery power erases data stored in the card's protected memory and renders
the card useless.

3. Remove the battery from each battery holder in sequential order. If this is a 4758-023 card, remove
the batteries in the following order: battery 1, battery 2, battery 3, battery 4. For all other cards,
remove battery 1 and then battery 2.

4. The PCI cryptographic coprocessor card has been disabled. You can now install the new card. This
ends the procedure.

Parent topic: Removing and replacing parts on type 2748, 2757, 2763, 2778, 2780, 2782, 4758, 4764, 5703,
5708, 5709, 571B, 571E, 571F, 573D, 574F, 575B
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Disabling the cryptographic coprocessor on a type 4764 card

Attention: For security, use the following procedure when replacing the cryptographic coprocessor.

Use this procedure to properly and permanently disable the Type 4764 PCI cryptographic coprocessor card.
During disablement, the contents of the coprocessor's protected memory will be set to zeroes. The
cryptographic master key and other data stored in the protected memory will be lost.

CAUTION:The battery is a lithium ion battery. To avoid possible explosion, do not burn. Exchange
only with the approved part. Recycle or discard the battery as instructed by local regulations. (C007a)

1. Remove the cryptographic coprocessor card using the Cards (concurrent) remove and replace
procedure for the system unit or tower in which the card is located. See Removing and replacing
parts, choose the correct model, and then the Cards (concurrent) procedure.

2. Find the location of the lithium batteries. They are located in adjacent holders, with the battery 2
above the J10 connector. Refer to the illustration below.

Figure 1. Battery locations on the PCI cryptographic coprocessor
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Attention: The loss of battery power erases data stored in the card's protected memory and renders
the card useless.

3. Remove battery 1 and then battery 2.
4. The PCI cryptographic coprocessor card has been disabled. You can now install the new card. This
ends the procedure.

Parent topic: Removing and replacing parts on type 2748, 2757, 2763, 2778, 2780, 2782, 4758, 4764, 5703,
5708, 5709, 571B, 571E, 571F, 573D, 574F, 575B
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Tape cartridge, manual removal
Use this information to remove a tape cartridge from a tape unit.

¢ 4685 - tape cartridge
Use this procedure to remove a tape cartridge manually from a 4685 tape unit.

* 6335 - 1/4 inch tape cartridge

* 6383, 6384, 6385, 6386, 6387 - tape cartridge
Use this procedure to manually remove a tape cartridge from a 6383, 6384, 6385, 6386, or 6387 tape
unit. You may need this procedure if a power failure or tape unit failure prevent the tape cartridge from
ejecting.

Parent topic: Removing and replacing parts

4685 - tape cartridge

Use this procedure to remove a tape cartridge manually from a 4685 tape unit.

This procedure may be required if a defective tape cartridge or tape unit has caused the cartridge ejection
function to fail, or if the data on the tape cartridge is either critical or sensitive and the customer cannot afford
its loss.

Attention: This procedure is very delicate and may damage or destroy the tape cartridge. Use this procedure
only when you are not able to unload the cartridge by pressing and holding the unload button.

1. Remove the 4685 tape drive tray from the frame.
2. Remove the 4685 tape drive from the tray.
3. Remove the front bezel (the bezel snaps on) by doing the following:
a. Use a small screwdriver to press the bezel tabs (see 1 in Figure 1) on each side of the drive.
b. Rotate the bottom of the bezel toward the front to release the bezel attachments on the top of
the drive.
c. Lift the bezel off the top locating tabs.
d. Remove the bezel from the unit.

Figure 1. Remove the bezel and top cover from the tape drive

o —_—
4. Remove the top lid of the drive mechanism by doing the following:
a. Use a small screwdriver to press the top tabs (see 2 in Figure 1) on each side of the drive.
b. Slide the cover approximately 5mm to the rear, and then lift the cover off.
5. Locate the large thumbwheel below the right side of the data cartridge.
6. Gently rotate the thumbwheel (see 1 in Figure 2) counterclockwise to remove slack from the tape by
winding the media onto the take-up reel.
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Figure 2. Rotate the thumbwheel counterclockwise to remove slack from the tape and turn the load
motor to release the cartridge
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7. Insert a Phillips screwdriver in the load motor access hole (see 2 in Figure 2). Rotate the load motor
clockwise to unwind the tape path. Unwind the mechanism until tape slack appears.
8. After tape slack appears, gently rotate the thumbwheel again to remove the slack from the tape by
winding the media onto the take-up reel.
9. Repeat steps 7 and 8 until all of the tape media is wound onto the cartridge take-up wheel.
10. When the tape is completely rewound into the cartridge, turn the load motor clockwise until the tape
cartridge is lifted out of the drive mechanism and ejected.
11. Remove the tape cartridge, install the bezel, and attach the top cover.
12. Reassemble the drive in reverse order. This ends the procedure.

Parent topic: Tape cartridge, manual removal

6335 - 1/4 inch tape cartridge

Use this procedure to remove a tape cartridge manually from an internal 1/4 inch tape unit. This procedure
may be required if a defective tape cartridge or tape unit has caused the cartridge ejection function to fail, or if
the data on the tape cartridge is either critical or sensitive and the customer cannot afford its loss.

Attention: This procedure is very delicate, and if not performed correctly, can damage or destroy the tape
cartridge. Use this procedure only when you have attempted the other options for removing the tape cartridge.

1. Power off the tape unit.
2. Carefully lift and turn the manual tape cartridge unload lid A.

Figure 1. Manual tape cartridge unload lid
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3. Insert a solid metal rod (such as a Bristol wrench) into the manual tape cartridge unload hole, and
push in until it stops and the arm appears.
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Figure 2. Metal rod being inserted into the manual tape cartridge unload hole
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4. Pull the arm out until it stops. Insert the solid metal rod into the hole of the arm, and pull out until the
tape cartridge comes out.

Figure 3. Removing the tape cartridge

e

5. Remove the tape cartridge. o
6. Push the arm back in until it stops, turn the manual tape cartridge lid back to the starting position and
push it back in place. This ends the procedure.

Parent topic: Tape cartridge, manual removal

6383, 6384, 6385, 6386, 6387 - tape cartridge

Use this procedure to manually remove a tape cartridge from a 6383, 6384, 6385, 6386, or 6387 tape unit.
You may need this procedure if a power failure or tape unit failure prevent the tape cartridge from ejecting.

Attention: This procedure is very delicate and may damage or destroy the tape cartridge. Use this procedure
only when you have tried the other options for removing the tape cartridge.

1. Open the tape unit door and check the location of the bridge.
2. If the bridge is engaged to the cartridge, go to the Locked position procedure.
3. If the bridge is moved away from the cartridge, go to the Standby position procedure
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Parent topic: Tape cartridge, manual removal
Locked position

1. Power off the tape unit.

2. Open the tape unit door.

3. Locate the metal axle B inside the tape unit. Look toward the lower-right corner.

4. Insert a pointed object (such as a pen or screwdriver) into the tape unit and push the axle inward.
5. Push the bridge C to the right. The tape unit is now in standby position.

6. Continue with the Standby position procedure.

Standby position

. Power off the tape unit.

. Open the tape unit door.

. Locate the hook shaped metal rod A inside the tape unit in the upper-left corner.

. Insert a pointed object (such as a pen or screwdriver) into the tape unit and push the metal rod
downward.

. Pull the metal rod forward until the cartridge ejects. The cartridge D is pushed out of the tape unit door
and can be removed.
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This ends the procedure.

Optical media (CD-ROM, DVD-ROM, and DVD-RAM) - manual removal

Use this procedure to manually remove optical media (CD-ROM, DVD-ROM, or DVD-RAM) from the disc tray.

Note: If the device power is lost due to a power failure or other reason while the disc tray is closed in the
device and it is necessary to open the disc tray, the eject pin (see the following specifications) can be inserted
into the emergency eject hole on the front bezel, causing the disc tray to open, allowing you to remove the
media.
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Attention: Damage to a DVD-RAM device can result if the manual ejection function is used while the device
is powered on. Remove the device before manually ejecting the media.

1. Insert the eject pin that is approximately 1.5 mm in diameter and at least 60 mm (DVD-RAM) or 35
mm (CD-ROM) in length into the manual eject hole and push firmly. The front edge of the tray will
push open approximately 1/4 of an inch. Push until the disc tray opens far enough to remove the
media.

Note: If an eject pin is not easily obtainable, you can use a long paper clip.

2. Grasp the tray and slowly pull it out far enough to remove the media. This ends the procedure.

Parent topic: Removing and replacing parts

Problem determination procedure for AIX or Linux servers or
partitions

This procedure helps to produce or retrieve a service request number (SRN) if the customer or a previous
procedure did not provide one.

If your server is running AlX or Linux, use one of the following procedures to test the server or partition
resources to help you determine where a problem might exist.

If you are servicing a server running the AIX operating system, go to MAP 0020: Problem determination
procedure.

If you are servicing a server running the Linux operating system, go to the Linux problem isolation procedure.

Parent topic: Detecting problems

MAP 0020: Problem determination procedure

Use this MAP to get a service request number (SRN) if the customer or a previous MAP provided none.

Purpose of this MAP

Use this MAP to get a service request number (SRN) if the customer or a previous MAP provided none. If you
are unable to power the system on, refer to the Power isolation procedure.

e Step 0020-1

Visually check the server for obvious problems such as unplugged power cables or external devices
that are powered off.

Did you find an obvious problem?

NO
Go to Step 0020-2.
YES
Fix the problem, then go to MAP 0410: Repair Checkout.
e Step 0020-2
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Are the AIX online diagnostics installed?

Note: If AIX is not installed on the server or partition, answer no to the above question.

NO
If the operating system is running, perform its shutdown procedure. Get help if needed. Go to
Step 0020-4.
YES
Go to Step 0020-3.
¢ Step 0020-3

Note: When possible, run online diagnostics in service mode. Online diagnostics perform additional
functions compared to standalone diagnostics.

Run online diagnostics in concurrent mode when the customer does not let you power-off the system
unit. To run online diagnostics in service mode, go to substep 5. If the system unit is already running
in the service mode and you want to run online diagnostics, proceed to the question at the bottom of
this MAP step. Otherwise, continue with 1 through 4 in the following procedure.

1. Log in with root authority or use CE login. If necessary, ask the customer for the password.
2. Enter the diag -a command to check for missing resources.

a. If you see a command line prompt, proceed to substep 3 below.

b. If the DIAGNOSTIC SELECTION menu is displayed, with the letter M shown next to
any resource, select that resource, then press Commit (F7 key). Follow any
instructions displayed. If you are prompted with a message Do you want to
review the previously displayed error select Yes and press Enter. If an
SRN displays, record it, and go to Step 0020-15. If there is no SRN, go to substep 3
below.

c. If MISSING RESOURCE menu is displayed, follow any instructions displayed. If you
are prompted with a message Do you want to review the previously
displayed error select Yes and press Enter. If an SRN displays, record it, and go
to Step 0020-15. If there is no SRN, go to substep 3 below.

. Enter the diag command.

. Go to Step 0020-5.

. If the operating system is running, perform its shut down procedure (get help if needed).

. Turn off the system unit power and wait 45 seconds before proceeding.

. Turn on the system unit power.

. Load the online diagnostics in service mode.

. Wait until the Diagnostic Operating Instructions display or the system appears to have
stopped.

Are the Diagnostic Operating Instructions displayed?

OONOO O~ W

NO
Go to Step 0020-16.
YES
Go to Step 0020-5.
* Step 0020-4

Note: If you are working on a partition, do not remove the power as directed in the following
procedure. Only remove the power if you are working on a server that does not have multiple
partitions.

1. If the server does not have multiple partitions, disconnect the power from the server, wait 45
seconds, then reconnect the power.
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2. If the server supports slow boot (See Performing a slow boot) set the server to perform a slow
boot for the next boot that is performed. If the system does not support slow boot, do a
normal boot in the next step.

3. Refer to Loading the AlX online and standalone diagnostics to load the standalone
diagnostics. Before continuing to the next step, ensure that the server power is turned on, or if
you are working on a partition, the partition is started. The server or partition should be
booting the standalone diagnostics from a CD-ROM or a network server.

4. Wait until the Diagnostic Operating Instructions display or the server boot appears to have
stopped.

Are the Diagnostic Operating Instructions displayed?

NO
Go to Step 0020-16.
YES
Go to Step 0020-5.
e Step 0020-5

Are the Diagnostic Operating Instructions displayed (screen humber 801001) with no obvious
problem (for example, blurred or distorted)?

NO
For display problems, go to Step 0020-12.
YES
To continue with diagnostics, go to Step 0020-6.
* Step 0020-6

Press the Enter key.
Is the FUNCTION SELECTION menu displayed (screen number 801002)?

NO
Go to Step 0020-13.
YES
Go to Step 0020-7.
e Step 0020-7
1. Select the ADVANCED DIAGNOSTICS ROUTINES option.

Notes:

a. If the terminal type is not defined, do so now. You cannot proceed until this is
complete.

b. If you have SRNs from a Previous Diagnostics Results screen, process these
Previous Diagnostics Results SRNs prior to processing any SRNs you may have
received from an SRN reporting screen.

2. If the DIAGNOSTIC MODE SELECTION menu (screen number 801003) displays, select the
PROBLEM DETERMINATION option.
3. Find your system response in the following table. Follow the instructions in the Action column.

System Response Action
Previous Diagnostic Results. Do |You have a pending item in the error log for which there is no
you want to review the corresponding Log Repair Action. To see this error, select YES at
previously displayed error? the prompt.

Information from the error log is displayed in order of last event
first. Record the error code, the FRU names and the location code
of the FRUs.

Go to Step 0020-15.

The RESOURCE SELECTION |Go to Step 0020-8.
menu or the ADVANCED
DIAGNOSTIC SELECTION
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The system halted while testing
a resource.

Record SRN 110-xxxx, where xxxx is the first four digits of the
menu number displayed in the upper-right corner of the diagnostic
menu. Go to Step 0020-15.

The MISSING RESOURCE
menu is displayed or the letter M
is displayed alongside a
resource in the resource list.

If the MISSING RESOURCE menu is displayed, follow the
displayed instructions until either the ADVANCED DIAGNOSTIC
SELECTION menu or an SRN is displayed. If an M is displayed in
front of a resource (indicating that it is missing) select that
resource then choose the Commit (F7 key).

Notes:

1. Run any supplemental media that may have been
supplied with the adapter or device, and then return to
substep 1 of Step 0020-7.

. If the SCSI enclosure services device appears on the
missing resource list along with the other resources,
select it first.

3. ISA adapters cannot be detected by the system. The ISA
adapter configuration service aid in standalone
diagnostics allows the identification and configuration of
ISA adapters.

If the ADVANCED DIAGNOSTIC SELECTION menu is displayed,
go to Step 0020-11.
If an 8-digit error code is displayed, go to Reference codes.

If an SRN is displayed, record it, and go to Step 0020-15.

The message The system
will now continue the
boot process is displayed
continuously on the system
unit's console.

Go to Step 0020-4.

The message Processing
supplemental diagnostic
diskette media is displayed
continuously on the system
unit's console.

Call your service support structure.

The diagnostics begin testing a
resource.

Note: If the problem
determination option was
selected from the DIAGNOSTIC
MODE SELECTION menu, and
if a recent error has been logged
in the error log, the diagnostics
automatically begin testing the
resource.

Follow the displayed instructions.
If the No Trouble Found screen is displayed, press Enter.
If another resource is tested, repeat this step.

If the ADVANCED DIAGNOSTIC SELECTION menu is displayed,
go to Step 0020-11.

If an SRN is displayed, record it, and go to Step 0020-15.

If an 8-digit error code is displayed, go to Reference codes.

The system did not respond to
selecting the advanced
diagnostics option.

Go to Step 0020-13.

A system unit with a beeper did
not beep while booting.

Record SRN 111-947 and then go to Step 0020-15
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The system unit emits a Record SRN 111-947 and then go to Step 0020-15.
continuous sound from the
beeper.
An SRN or an eight-digit error  |Record the error code, the FRU names, and the location code for
code is displayed. the FRUs. If a SRN is displayed, go to Step 0020-15.
If an 8-digit error code is displayed, go to Reference codes.
The system stopped with a Record SRN 101-xxx (where xxx is the rightmost three digits of
3-digit or 4-digit code displayed |the displayed code). Go to Step 0020-15.

in the operator panel display.

An 888

Note: T
be flash

the operator panel display. display.

message is displayed in |Go to Isolation MAP 0070: 888 Sequence in operator panel

he 888 may or may not
ing.

e Step 0020-8

On the DIAGNOSTIC SELECTION or ADVANCED DIAGNOSTIC SELECTION menu, look through

the list o

f resources to make sure that all adapters and SCSI devices are listed including any new

resources.

Notes:

1.
2.

Did you
NO
YES

Resources attached to serial and parallel ports may not appear in the resource list.
If running diagnostics in a partition within a partitioned system, resources assigned to other
partitions will not be displayed on the resource list.

find the all the adapters or devices on the list?

Go to Step 0020-9.

Go to Step 0020-11.

e Step 0020-9

Is the new device or adapter an exact replacement for a previous one installed at same
location?

NO
YES

Go to Step 0020-10.

The replacement device or adapter may be defective. If possible, try installing it in an
alternate location if one is available; if it works in that location, then suspect that the location
where it failed to appear has a defective slot; schedule time to replace the hardware that
supports that slot. If it does not work in alternate location, suspect a bad replacement adapter
or device. If you are still unable to detect the device or adapter, contact your service support
structure.

« Step 0020-10

Is the operating system software to support this new adapter or device installed?

NO
YES

Load the operating system software.
The replacement device or adapter may be defective. If possible, try installing it in an

alternate location if one is available; if it works in that location, then suspect that the location
where it failed to appear has a defective slot; schedule time to replace the hardware that
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supports that slot. If it does not work in alternate location, suspect a bad replacement adapter
or device. If you are still unable to detect the device or adapter, contact your service support

structure.
e Step 0020-11

Select and run the diagnostic test problem determination or system verification on one of the

following:

+ The resources with which the customer is having problems. If the resource is not shown on
the DIAGNOSTIC SELECTION menu, then run diagnostics on its parent (the adapter or
controller to which the resource is attached).

+ The resources you suspect are causing a problem.

+ All resources.

Note: When choosing All Resources, interactive tests are not done. If no problem is found
running All Resources you should choose each of the individual resources on the selection
menu to run diagnostics tests on to do the interactive tests

Find the response in the following table or follow the directions on the test results screen.

Diagnostic Response

Action

An SRN or an eight-digit error
code is displayed on the screen.

Record the error code, the FRU names, and the location code for
the FRUs. If an SRN is displayed, go to Step 0020-15. If an 8-digit
error code is displayed, go to the ESCALA Power5 Hardware
Information, and perform a search on the error code to obtain the
name and location of the failing FRU. Perform the listed action.

The TESTING COMPLETE
menu and the No trouble
was found message are
displayed, and you have not
tested all of the resources.

Press Enter and continue testing other resources.

The TESTING COMPLETE
menu and the No trouble
was found message are
displayed, and you have tested
all of the resources.

Go to Step 0020-14.

Note: If you have not run the sysplanar test, do so before going to
Step 0020-14.

The system halted while testing
a resource.

Record SRN 110-xxxx, where xxxx is the first three or four digits
of the menu number displayed in the upper-right corner of the
diagnostic menu screen.

Go to Step 0020-15.

When running the Online
Diagnostics, an installed device
does not appear in the test list.

Ensure that the diagnostic support for the device was installed.
The display configuration service aid can be used to determine
whether diagnostic support is installed for the device.

Record SRN 110-101. Go to Step 0020-15.

Note: Supplemental diskettes may be required if service aids are
run from standalone diagnostics.

The ARTIC960 Quad T1/E1
adapter diagnostics display a
message indicating that the
interface board (PMC) is either
not installed or is
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+ Reseat the PMC board, then run diagnostics.
+ If the response is the same, replace the PMC and then go
to MAP 0410: Repair Checkout.

The symptom was not found in
the table.

Go back to the Start of call procedure.

¢ Step 0020-12

The following step analyzes a console display problem.

Find your type of console display in the following table. Follow the instructions given in the Action

column.

Type of Console Display

Action

TTY-type terminal

Be sure the TTY terminal attributes are set correctly. See
"Running the Diagnostic Programs from a TTY Terminal" in Using
Standalone and Online Diagnostics.

If you did not find a problem with the attributes, go to the
documentation for this type of TTY terminal, and continue problem
determination. If you do not find the problem, record SRN
111-259, then go the Step 0020-15.

Graphics display

Go to the documentation for this type of graphics display, and
continue problem determination. If you do not find the problem,
record SRN 111-82c¢, then go to Step 0020-15.

HMC (Hardware Management
Console)

Go to HMC isolation procedures. If HMC tests find no problem,
there may be a problem with the communication between the
HMC and the managed system. If the HMC communicates with
the managed system through a network interface, verify whether
the network interface is functional. If the HMC communicates with
the managed system through the HMC interface, check the cable
between the HMC and the managed system. If it is not causing
the problem, suspect a configuration problem of the HMC
communications setup.

« Step 0020-13

There is a problem with the keyboard.

Find the type of keyboard you are using in the following table. Follow the instructions given in the

Action column.

Keyboard Type

Action

Type 101 keyboard (U.S.).
Identify by the size of the Enter
key. The Enter key is in only one
horizontal row of keys.

Record SRN 111-736, then go to Step 0020-15.

Type 102 keyboard (W.T.).
Identify by the size of the Enter
key. The Enter key extends into
two horizontal rows.

Record SRN 111-922; then go to Step 0020-15.

Kanji-type keyboard. (Identify by
the Japanese characters.)

Record SRN 111-923; then go to Step 0020-15.

TTY terminal keyboard

Go to the documentation for this type of TTY terminal and
continue problem determination.

HMC (Hardware Management
Console)

Go to HMC isolation procedures. If HMC tests find no problem,
there may be a problem with the communication between the
HMC and the managed system. If the HMC communicates with
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the managed system through a network interface, verify whether
the network interface is functional. If the HMC communicates with
the managed system through the HMC interface, check the cable
between the HMC and the managed system. If it is not causing
the problem, suspect a configuration problem of the HMC
communications setup.

e Step 0020-14
The diagnostics did not detect a problem.

If the problem is related to either the system unit or the 1/0 expansion box, refer to the service
documentation for that unit.

If the problem is related to an external resource, use the problem determination procedures, if
available, for that resource.

If a problem occurs when running online diagnostics but not when running the stand-alone
diagnostics, suspect a software problem.

Check for the presence of supplemental diagnostic material, such as diskettes or documentation.

This is possibly a problem with software or intermittent hardware. If you think that you have an
intermittent hardware problem, go to MAP 0040: Intermittent problem isolation.
e Step 0020-15

Take the following actions:

1. Handle multiple SRNs and error codes in the following order:
a. 8-Digit Error Codes.
b. SRNs with a source code other than F or G.
c. SRNs with a source code of F. Run online diagnostics in advanced and problem
determination mode to obtain maximum isolation.
d. SRNs with a source code of G.

Note: The priority for multiple SRNs with a source of G is determined by the time
stamp of the failure. Follow the action for the SRN with the earliest time stamp first.

e. Device SRNs and error codes (5-digit SRNSs).
If a group has multiple SRNSs, it does not matter which SRN is handled first.
2. Find the SRN in the List of service request numbers.

Note: If the SRN is not listed, look for it in the following:

¢ Any supplemental service manual for the device

¢ The diagnostic problem report screen for additional information

¢ The "Service Hints" service aid in Using standalone and online diagnostics
0 The CEREADME file (by using the Service Hints service aid)

3. Perform the action listed.
4. If you replace a part, go to MAP 0410: Repair checkout.
e Step 0020-16

Refer to AIX IPL progress codes for definitions of configuration program indicators. They are normally
Oxxx.

Is a configuration program indicator displayed?
NO

Go to the Problems with loading and starting the operating system (AIX and Linux)
YES
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Record SRN 101-xxxx (where xxxx is the rightmost three or four digits or characters of the
configuration program indicator). Go to Step 0020-17.
e Step 0020-17

Is a physical location code or an AlX location code displayed on the operator panel display?

NO
Go to Step 0020-15.
YES
Record the location code, then go to Step 0020-15.

MAP 0040: Intermittent Problem Isolation

This MAP provides a structured way of analyzing intermittent problems.

Purpose of This MAP

This MAP provides a structured way of analyzing intermittent problems. It consists of two tables: Hardware
Symptoms and Software Symptoms.

Because software or hardware can cause intermittent problems, consider all symptoms relevant to your
problem.

How to Use This MAP

This MAP contains information about causes of intermittent symptoms. In the following tables, find your
symptoms, and read the list of things to check.

When you exchange a FRU, go to MAP 0410: Repair Checkout to check out the system.

Hardware Symptoms

Note: This table spans several pages.

Symptom of Hardware Problem Things to Check For

Any hardware log entry in the error |Use the Hardware Error Report service aid to view the error log and
log. check for:

e Multiple errors on devices attached to the same SCSI bus.
e Multiple errors on devices attached to the same async adapter.
e Multiple errors on internally installed devices only.

Contact your service support structure for assistance with error report
interpretation.

Hardware-caused system crashes
e The connections on the CPU planar or CPU card
e Memory modules for correct connections

e Connections to the system planar.
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e Cooling fans operational

e The environment for a too-high or too-low operating
temperature.

e Vibration: proximity to heavy equipment.

System unit powers off a few
seconds after powering On.

¢ Fan speed. Some fans contain a speed-sensing circuit. If one
of these fans is slow, the power supply powers the system unit

off.

e Correct voltage at the outlet into which the system unit is
plugged.

¢ Loose power cables and fan connectors, both internal and
external.

System unit powers off after
running for more than a few
seconds.

e Excessive temperature in the power supply area.

¢ Loose cable connectors on the power distribution cables.

¢ Fans turning at full speed after the system power has been on
for more than a few seconds.

Only internally installed devices
are failing.

Check the following items that are common to more than one device:

¢ Ground connections on all of the disk drives and other types of
drives installed.

¢ L oose connections on the power cables to the planars, drives,
fans, and battery.

e System unit cooling. Is the input air temperature within limits?
Are all the fans running at full speed? Are any of the vent areas
blocked?

e Signal cables to the diskette drives, and the power supply.

e SCSI device signal cables for loose connectors and
terminators.

¢ L oose SCSI device address jumpers.

e Possible contamination of any device that has a cleaning
procedure. See the operator guide for cleaning instructions.

e Excessive static electricity.

e Correct voltage at the system unit power outlet

Only externally attached devices
are failing.

Check the following items that are common to more than one device.

e Check the SCSI signal cables to the devices for loose
connectors and terminators.

e Check devices that use jumpers to set the SCSI address for
loose jumpers.

e Check any device that has a cleaning procedure for
contamination. See the operator guide for cleaning instructions.

e Check for excessive static electricity.

¢ Check the outlet that the device is plugged into for correct
voltage.

e Check the error log for entries for the adapter driving the failing
devices.

e Check the temperature of the devices. Are the cooling vents
blocked? Are the fans running?

e Check for other devices near the failing device that may be
radiating noise (displays, printers, and so on).

Software Symptoms

Symptom of Software Problem

Things to Check For

Any symptom you suspect is
related to software.

Use the software documentation to analyze software problems.
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Software-caused system crashes |Check the following software items:

e |s the problem only with one application program?

e |s the problem only with one device?

e Does the problem occur on a recently installed program?

e Was the program recently patched or modified in any way?

e |s the problem associated with any communication lines?

e Check for static discharge occurring at the time of the failure.

Linux problem isolation procedure

Use this procedure when servicing a Linux partition or a server that has Linux as its only operating system.

DANGERWhen working on or around the system, observe the following precautions:

Electrical voltage and current from power, telephone, and communication cables are hazardous. To avoid a
shock hazard:

e Connect power to this unit only with the provided power cord. Do not use the provided power cord for
any other product.
¢ Do not open or service any power supply assembly.
¢ Do not connect or disconnect any cables or perform installation, maintenance, or reconfiguration of
this product during an electrical storm.
¢ The product might be equipped with multiple power cords. To remove all hazardous voltages,
disconnect all power cords.
e Connect all power cords to a properly wired and grounded electrical outlet. Ensure that the outlet
supplies proper voltage and phase rotation according to the system rating plate.
e Connect any equipment that will be attached to this product to properly wired outlets.
¢ When possible, use one hand only to connect or disconnect signal cables.
e Never turn on any equipment when there is evidence of fire, water, or structural damage.
¢ Disconnect the attached power cords, telecommunications systems, networks, and modems before
you open the device covers, unless instructed otherwise in the installation and configuration
procedures.
e Connect and disconnect cables as described in the following procedures when installing, moving, or
opening covers on this product or attached devices.
To Disconnect:
1. Turn off everything (unless instructed otherwise).
2. Remove the power cords from the outlets.
3. Remove the signal cables from the connectors.
4. Remove all cables from the devices

To Connect:

1. Turn off everything (unless instructed otherwise).
2. Attach all cables to the devices.
3. Attach the signal cables to the connectors.
4. Attach the power cords to the outlets.
5. Turn on the devices.
(D005)

These procedures define the steps to take when servicing a Linux partition or a server that has Linux as its
only operating system.
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Note: If the server is attached to an HMC and Service Focal Point is enabled, the various codes that might
display on the HMC are all listed as reference codes by Service Focal Point (SFP). Use the following table to
help you identify the type of error information that might be displayed when you are using this procedure.

Number of digits in reference Reference code Name or code type
code

Any Contains # (pound sign) Menu goal

Any Contains - (hyphen) Service request number (SRN)
5 Does not contain # or - SRN

8 Does not contain # or - Service reference code (SRC)

. Is the server managed by an HMC that is running Service Focal Point (SFP)?

No

Go to step 3.
Yes

Go to step 2.

. Servers with Service Focal Point

Look at the service action event log in SFP for errors. Focus on those errors with a timestamp near
the time at which the error occurred. Follow the steps indicated in the error log entry to resolve the
problem. If the problem is not resolved, continue with step 3.

. Look for and record all reference code information or software messages on the operator panel and in

the service processor error log (which is accessible by viewing the ASMI menus).

. Choose a Linux partition that is running correctly (preferably the partition with the problem).

Is Linux usable in any partition with Linux installed?

No

Go to step 11.
Yes

Go to step 5.

. Do the following steps:

Attention: Items 5 through 16 must be performed on a server or partition running the Linux operating
system.

a. Determine if there is a file named platform under /var/log directory of the server or partition.
Log into the server or partition as the root user and enter the following command:

1ls -1 /var/log/platform
Does the /var/log/platform file exist?

No
Continue with substep 5.b.
Yes
Go to substep 5.c.
b. Record that, for this Linux partition, you performed substep 5.b of 5 for later steps. Examine
the Linux system log by entering the following command:

cat /var/log/messages |grep RTAS |more

Linux run-time RTAS error messages are logged in the messages file under /var/log. The
following is an example of the Linux system RTAS error log messages.
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Aug 27 18:13:41 rasler kernel:
Aug 27 18:13:41 rasler kernel:
Aug 27 18:13:41 rasler kernel:
Aug 27 18:13:41 rasler kernel:
Aug 27 18:13:41 rasler kernel:
Aug 27 18:13:41 rasler kernel:
Aug 27 18:13:41 rasler kernel:
Aug 27 18:13:41 rasler kernel:
Aug 27 18:13:41 rasler kernel:
Aug 27 18:13:41 rasler kernel:
Aug 27 18:13:41 rasler kernel:

RTAS: ———————— event-scan begin —-——————-

RTAS: Location Code: U0.1-P1-C1l

RTAS: WARNING: (FULLY RECOVERED) type: INTERN_DEV_FAIL
RTAS: initiator: UNKNOWN target: UNKNOWN

RTAS: Status: predictive new

RTAS: Date/Time: 20020827 18134000

RTAS: CPU Failure

RTAS: CPU id: 0

RTAS: Failing element: 0x0000

RTAS: A reboot of the system may correct the problem
RTAS: ———————— event-scan end ——————————

Did you find any RTAS error log messages that are similar to the above messages?

No

Go to Using AlIX online and standalone diagnostics and run the standalone
diagnostics on the server or partition. If you receive a reference code go to the
reference code list. If you cannot determine the problem using the diagnostic
programs, contact your next level of support.

Yes
Go to step 6.

. Record that for this Linux partition, you performed substep 5.c of 5 for later steps.

Use the following command to list diagela messages recorded in the Linux system log:

cat /var/log/platform |grep diagela |more

Linux run-time diagela error messages are logged in the platform file under /var/log.

The following is an example of the Linux system error log diagela messages.

Aug 13 09:38:45 larry diagela:
Aug 13 09:38:45 larry diagela:
Aug 13 09:38:45 larry diagela:

Number (s) /Probable Cause (s)

Aug 13 09:38:45 larry diagela:
Aug 13 09:38:45 larry diagela:
Aug 13 09:38:45 larry diagela:

08/13/2003 09:38:44
Automatic Error Log Analysis has detected a problem.
Aug 13 09:38:45 larry diagela: The Service Request

(causes are listed in descending order of probability):

651-880: The CEC or SPCN reported an error. Report the

SRN and the following reference and physical location codes to your service provider.

Aug 13 09:38:45 larry diagela:
Aug 13 09:38:45 larry diagela:
Aug 13 09:38:45 larry diagela:
Aug 29 07:13:04 larry diagela:
Aug 29 07:13:04 larry diagela:
Aug 29 07:13:04 larry diagela:
Aug 29 07:13:04 larry diagela:
Aug 29 07:13:04 larry diagela:
Aug 29 07:13:04 larry diagela:
Aug 29 07:13:04 larry diagela:

Location: n/a FRU: n/a Ref-Code: B1004699
Analysis of Error log sequence number: 3
08/29/2003 07:13:04

Automatic Error Log Analysis has detected a problem.

The Service Request Number (s) /Probable Cause (s)
(causes are listed in descending order of probability):

651-880: The CEC or SPCN reported an error. Report the

SRN and the following reference and physical location codes to your service provider.

Aug 29 07:13:04 larry diagela:
Aug 29 07:13:04 larry diagela:
Aug 29 07:13:04 larry diagela:

Sep 4 06:00:55 larry diagela:

Sep 4 06:00:55 larry diagela:
Sep 4 06:00:55 larry diagela:
Sep 4 06:00:55 larry diagela:
Sep 4 06:00:55 larry diagela:
Sep 4 06:00:55 larry diagela:
Sep 4 06:00:55 larry diagela:
Sep 4 06:00:55 larry diagela:
Sep 4 06:00:55 larry diagela:
Sep 4 06:00:55 larry diagela:
Sep 4 06:00:55 larry diagela:
Sep 4 06:00:55 larry diagela:
Sep 4 06:00:55 larry diagela:
Sep 4 06:00:55 larry diagela:
Sep 4 06:00:55 larry diagela:
Sep 4 06:00:55 larry diagela:
Sep 4 06:00:55 larry diagela:
Sep 4 06:00:55 larry diagela:

Location: U0.1-F4 FRU: 09P5866 Ref-Code: 10117661

Analysis of /var/log/platform sequence number: 24
09/04/2003 06:00:55
Automatic Error Log Analysis reports the following:

651204 ANALYZING SYSTEM ERROR LOG
A loss of redundancy on input power was detected.

Check for the following:

1. Loose or disconnected power source connections.
2. Loss of the power source.

3. For multiple enclosure systems, loose or
disconnected power and/or signal connections
between enclosures.

Supporting data:
Ref. Code: 10111520
Location Codes: Pl P2

Analysis of /var/log/platform sequence number: 13
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Also use the following command to list RTAS messages recorded in the Linux system log:

cat /var/log/platform

Linux RTAS error messages are logged in the platform file under /var/log

Service provider information

|grep RTAS

|more

example of RTAS messages in the Linux system error log.
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d. Aug 27 12:16:33 larry kernel: RTAS 63: 00000000 00000000 00000000 00020000
Aug 27 12:16:33 larry kernel: RTAS: 15 ———————— RTAS event end —-————————-

Reference codes and location codes may appear as RTAS messages. The extended data is
also provided in the form of an RTAS message. The extended data contains other reference
code words that help in isolating the correct FRUs. The start of the extended data is marked,
for example, by the line:

Aug 27 12:16:33 larry kernel: RTAS: 15 ———————— RTAS event begin

The number after the colon is a sequence number that correlates this data with any diagela
data having the same sequence number. The end of the extended data is marked by the line:

Aug 27 12:16:33 larry kernel: RTAS: 15 —-——————-— RTAS event end —-————————-—

with the same sequence number. Word 13 and word 19 are found in the RTAS messages.
For example, to find word 13, first find the reference code in the left column of words of the
extended data, 10117661. In this example, we find the reference code to the right of "RTAS
4:". This is also word 11. To get word 13, 10110000, simply count the words left-to-right,
beginning at word 11.

6. If you performed substep 5.b of step 5, then record any RTAS messages found in the Linux system
log in step 5. Or, if you performed substep 5.c of step 5, then record any RTAS and diagela messages
found in the Linux system log in step 5, and also record any extended data found in the RTAS
messages, especially word 13 and word 19. Ignore all other messages in the Linux system log.

If the system is configured with more than one logical partition with Linux installed, repeat step 5 and
step 6 for all logical partitions that have Linux installed.

7. If you performed substep 5.c of step 5 for the current Linux partition, go to step 8, and when asked in
step 8, do not record any RTAS messages from step 7 for the current Linux partition.

Examine the Linux boot (IPL) log by logging in to the system as the root user and entering the
following command:

cat /var/log/boot.msg |grep RTAS |more

Linux boot (IPL) error messages are logged into the boot.msg file under /var/log. The following is an
example of the Linux boot error log.

RTAS daemon started

RTAS: ———————— event-scan begin —-——————-
RTAS: Location Code: U0.1-F3

RTAS: WARNING: (FULLY RECOVERED) type: SENSOR
RTAS: initiator: UNKNOWN target: UNKNOWN
RTAS: Status: bypassed new

RTAS: Date/Time: 20020830 14404000

RTAS: Environment and Power Warning
RTAS: EPOW Sensor Value: 0x00000001
RTAS: EPOW caused by fan failure

RTAS: ———————— event-scan end ——————————

8. Record any RTAS messages found in the Linux boot (IPL) log in step 7. Ignore all other messages in
the Linux boot (IPL) log. If the system is configured with more than one logical partition with Linux
installed, repeat step 7 and step 8 for all logical partitions that have Linux installed.

9. If you performed substep 5.c of 5 for the current Linux partition, go to step 10, and when asked in step
10, do not record any additional extended data from step 7 for the current Linux partition.

Examine the extended data in both logs.

The following is an example of the Linux extended data.

<3>RTAS daemon started
<3>RTAS: ———————— event-scan begin -————-——-
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<3>RTAS: Location Code: U0.1-P1-C2

<4>RTAS: Log Debug: 04
4p2726£fb04a00011702c0014000000000000000000000000£1800001001801d3f£££f£f£££010000000000000042343138
20202020383030343236464238454134303030303 030303030303030

<4>RTAS: Log Debug: D2
5046413405020d0a000001000271400100000033434d502044415441000001000000000000010000£180000153595
320444154410000000000000000200216271501050920021627150105092002063715010509535243204441544170
2c001400000000000000020018820201d382000000000000000000000000000000000000000000000000000000000
00000000000000000000000000000000000000000000000000000000000000002800482400000000000000000000
000000000000000000004350542044415441702c££08000000001c000000702c£0080000000080000000702c£10070
2cf£200702c000400000800702c01040b£f2002e702c02040c1f£ffbf702c0300702c1000702c11040b£f2002e702c12040
clfffbf702c1300702ca000702cal08000000000000a03c702ca208000000000000ef£c702cb000702cb10800000000
0000a03c702cb208000000000000ef£c702cc000702cc108000000000000a03¢c702cc208000000000000effc702c3
000702c31080000000000000003702c32080000000000000070702c8000702c81080000000020e27a39702c820800
000000fffeffff702cd000702cd1080000000010004010702cd208000000007 77 7f3ffffffffffffffffffffff

S e i i S e e i i i A A e i i i i i e s e e e

<3>RTAS: WARNING: (FULLY RECOVERED) type: INTERN_DEV_FAIL

<3>RTAS: initiator: UNKNOWN target: UNKNOWN

<3>RTAS: Status: unrecoverable new

<3>RTAS: Date/Time: 20020905 15372200

<3>RTAS: CPU Failure

<3>RTAS: Internal error (not cache)

<3>RTAS: CPU id: O

<3>RTAS: Failing element: 0x0000

<3>RTAS: ———————— event—-scan end —————————

10. Record any extended data found in the Linux system log in Step 5 or the Linux boot (IPL) log in step
7. Be sure to record word 13.

Note: The line(s) in the Linux extended data that begin with "<4>RTAS: Log Debug: 04" contain the
reference code listed in the next 8 hex characters. In the previous example, "4b27 26fb" is a reference
code. The reference code is also known as word 11. Each 4 bytes after the reference code in the
Linux extended data is another word (for example, "04a0 0011" is word 12, and "702c 0014" is word
13, and so on).

If the system is configured with more than one logical partition with Linux installed, repeat step 9 and
step 10 for all logical partitions that have Linux installed.
11. Were any reference codes or checkpoints recorded in steps 3, 6, 8, or 10?
No
Go to step 12.
Yes
Go to the Linux fast-path problem isolation with each reference code that was recorded.
Perform the indicated actions one at a time for each reference code until the problem has
been corrected. If all recorded reference codes have been processed and the problem has
not been corrected, go to step 12.
12. If no additional error information is available and the problem has not been corrected, do the
following:
a. Shut down the system.
b. If an HMC is not attached, see Accessing the Advanced System Management Interface
(ASMI) for instructions to access the ASMI.

Note: The ASMI functions can also be accessed by using a personal computer connected to
system port 1.

You need a personal computer (and cable, part number 62H4857) capable of connecting to
system port 1 on the system unit. (The Linux login prompt cannot be seen on a personal
computer connected to system port 1.) If the ASMI functions are is not otherwise available,
use the following procedure:

i. Attach the personal computer and cable to system port 1 on the system unit.

ii. With 01 displayed in the operator panel, press a key on the virtual terminal on the
personal computer. The service ASMI menus are available on the attached personal
computer.
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13.

14.
15.

16.

17.

Service provider information

iii. If the service processor menus are not available on the personal computer, perform
the following steps:

1. Examine and correct all connections to the service processor.

2. Replace the service processor.
Note: The service processor might be contained on a separate card or board;
in some systems, the service processor is built into the system backplane.
Contact your next level of support for help before replacing a system
backplane.

¢. Examine the service processor error log. Record all reference codes and messages written to
the service processor error log. Go to step 13.
Were any reference codes recorded in step 127
No
Go to step 21.
Yes
Go to the Linux fast-path problem isolation with each reference code or symptom you have
recorded. Perform the indicated actions, one at a time, until the problem has been corrected.
If all recorded reference codes have been processed and the problem has not been
corrected, go to 21.
Reboot the system and bring all partitions to the login prompt. If Linux is not usable in all partitions, go
to step 18.
Use the Iscfg command to list all resources assigned to all partitions. Record the adapter and the
partition for each resource.
To determine if any device(s) or adapter(s) are missing, compare the list of partition assignments, and
resources found, to the customer's known configuration. Record the location of any missing devices.
Also record any differences in the descriptions or the locations of devices.

You may also compare this list of resources that were found to a prior version of the device tree as
follows:

Note: Every time that the partition is booted, the update-device-tree command is run and the device
tree is stored in the /var/lib/Isvpd/ directory in a file with the file name
device-tree-YYYY-MM-DD-HH:MM:SS, where YYYY is the year, MM is the month, DD is the day, and
HH, MM, and SS are the hour, minute and second, respectively, of the date of creation.

+ At the command line, type the following:

cd /var/lib/lsvpd/
+ At the command line, type the following:

lscfg —-vpd db-2003-03-31-12:26:31.

This displays the device tree created on 03/31/2003 at 12:26:31.
The diff command offers a way to compare the output from a current Iscfg command to the output
from an older Iscfg command. If the files names for the current and old device trees are current.out
and old.out, respectively, type: diff old.out current.out. Any lines that exist in the old, but not
in the current will be listed and preceded by a less-than symbol (<). Any lines that exist in the current,
but not in the old will be listed and preceded by a greater-than symbol (>). Lines that are the same in
both files are not listed; for example, files that are identical will produce no output from the diff
command. If the location or description changes, lines preceded by both < and > will be output.

If the system is configured with more than one logical partition with Linux installed, repeat 15 and 16
for all logical partitions that have Linux installed.
Was the location of one and only one device recorded in 16?

No
If you previously answered Yes to step 17, return the system to its original configuration. This
ends the procedure. Go to MAP 0410: Repair checkout.
If you did not previously answer Yes to step 17, go to step 18.

Yes

Perform the following steps one at a time. Power off the system before performing each step.
After performing each step, power on the system and go to step 14.
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. Check all connections from the system to the device.
. Replace the device (for example, tape or DASD)
. If applicable, replace the device backplane.
. Replace the device cable.
. Replace the adapter.
. If the adapter resides in an 1/O drawer, replace the 1/0O backplane.
. If the device adapter resides in the CEC, replace the 1/O riser card, or the CEC
backplane in which the adapter is plugged.
h. Call service support. Do not go to step 14.
18. Does the system appear to stop or hang before reaching the login prompt or did you record any
problems with resources in step 16?

Q DO OTE

Note: If the system console or VTERM window is always blank, choose NO. If you are sure the
console or VTERM is operational and connected correctly, answer the question for this step.

No
Go to step 19.

Yes
There may be a problem with an I/O device. Go to PFW1542: 1/O problem isolation
procedure. When instructed to boot the system, boot a full system partition.

19. Boot the standalone diagnostics, refer to Using AIX online and standalone diagnostics. Run
diagnostics in problem determination mode on all resources. Be sure to boot a full system partition.
Ensure that AIX diagnostics were run on all known resources. You may need to select each resource
individually and run diagnostics on each resource one at a time.

Did standalone diagnostics find a problem?

No
Go to step 28.
Yes
Go to the Reference codes and perform the actions for each reference code you have
recorded. For each reference code not already processed in step 17, repeat this action until
the problem has been corrected. Perform the indicated actions, one at a time. If all recorded
reference codes have been processed and the problem has not been corrected, go to step
283.
20. Does the system have Linux installed on one or more partitions?
No
Return to the Start-of-call isolation procedure.
Yes
Go to step 3.
21. Were any location codes recorded in steps 3, 6, 8, 10, 11, or 127
No
Go to step 14.
Yes
Replace, one at a time, all parts whose location code was recorded in steps 3, 6, 8, 10, 11, or
12 that have not been replaced. Power off the system before replacing a part. After replacing
the part, power on the system to check if the problem has been corrected. Go to step 22
when the problem has been corrected, or all parts in the location codes list have been
replaced.
22. Was the problem corrected in step 217
No
Go to step 14.
Yes

Return the system to its original configuration. This ends the procedure. Go to MAP 0410:
Repair checkout.
23. Were any other symptoms recorded in step 37

No
Call support.

Yes
Go to the Start-of-call isolation procedure with each symptom you have recorded. Perform the
indicated actions for all recorded symptoms, one at a time, until the problem has been
corrected. If all recorded symptoms have been processed and the problem has not been
corrected, call your next level of support.
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System unit problem determination

Use this procedure to obtain a reference code if the customer did not provide you with one, or you are unable
to load server diagnostics.

If you are able to load the diagnostics, go to AIX partition problem determination.

The service processor may have recorded one or more symptoms in its error log. Examine this error log
before proceeding (see the Advanced System Management Interface for details). The server may have been
set up by using the HMC. Check the Service Action Event (SAE) log in the Service Focal Point. The SAE log
may have recorded one or more symptoms in the Service Focal Point. To avoid unnecessary replacement of
the same FRU for the same problem, it is necessary to check the SAE log for evidence of prior service activity
on the same subsystem.

The service processor may have been set by the user to monitor system operations and to attempt
recoveries. You can disable these actions while you diagnose and service the system. If the system
maintenance policies were saved using the "save/restore hardware maintenance policies”, all the settings of
the service processor (except language) were saved and you can use the same service aid to restore the
settings at the conclusion of your service action.

If you disable the service processor settings, note their current settings so that you can restore when you are
done.

If the system is set to power on using one of the parameters in the following table, disconnect the modem to
prevent incoming signals that could cause the system to power on.

Following are the service processor settings. See the Advanced System Management Interface information
for more information about the service processor settings.

Table 1. Service processor settings

Setting Description

Monitoring (also called From the ASMI menu, expand the System Configuration menu, then click on

surveillance) Monitoring. Disable both types of surveillance.

Auto power restart (also From the ASMI menu, expand Power/Restart Control, then click on Auto Power

called unattended start Restart, and set it to disabled.

mode)

Wake on LAN From the ASMI menu, expand Wake on LAN, and set it to disabled

Call out From the ASMI menu, expand the Service Aids menu, then click on
Call-Home/Call-In Setup. Set the call-home system port and the call-in system
port to disabled.

Step 1020-1

Be prepared to record code numbers to help analyze a problem.
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Analyze a failure to load the diagnostic programs

Service provider information

Follow these steps to analyze a failure to load the diagnostic programs.

Note: Be prepared to answer questions regarding the control panel and to perform certain actions based on
displayed POST indicators. Please be observant of these conditions.

1. Run diagnostics on any partition. Find your symptom in the following table, then follow the instructions
given in the Action column. If no fault is identified, continue to the next step.

Run diagnostics on the failing partition. Find your symptom in the following table, then follow the
instructions given in the Action column. If no fault is identified, continue to the next step.

2.

. Power off the system. Refer to Stop the system.
. Load the standalone diagnostics in service mode to test the full system partition; refer to Using AIX

online and standalone diagnostics

. Wait until the diagnostics are loaded or the system appears to stop. If you receive an error code or if

the system stops before diagnostics are loaded, find your symptom in the following table, then follow
the instructions given in the Action column. If no fault is identified, continue to the next step.

. Run the standalone diagnostics on the entire system. Find your symptom in the following table, then

follow the instructions given in the Action column. If no fault is identified, call service support for

assistance.

Symptom

Action

One or more logical partitions
does not boot.

a. Check service processor error log. If an error is indicated,
go to Start of call procedure.

b. Check the Serviceable action event log, go to Start of call
procedure.

c. Go to Problems with loading and starting the operating
system.

The rack identify LED does not
operate properly.

Go to Start of call procedure.

The system stopped and a
system reference code is
displayed on the operator panel.

Go to Start of call procedure.

The system stops with a prompt
to enter a password.

Enter the password. You cannot continue until a correct password
has been entered. When you have entered a valid password, go
to the beginning of this table and wait for one of the other
conditions to occur.

The diagnostic operating
instructions are displayed.

Go to MAP 0020: AlX or Linux problem determination procedure.

The power good LED does not
come on or does not stay on, or
you have a power problem.

Go to Power problems.

The system login prompt is
displayed.

You may not have pressed the correct key or you may not have
pressed the key soon enough when you were to trying to indicate
a service mode IPL of the diagnostic programs. If this is the case,
start again at the beginning of this step.

Note: Perform the system shutdown procedure before turning off
the system.

If you are sure you pressed the correct key in a timely manner, go
to Step 1020-2.

The system does not respond

when the password is entered.

Go to Step 1020-2.

System unit problem determination
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The system stopped. A POST  |If the POST indicator represents:

indicator is displayed on the a. Memory, go to PFW1548: Memory and processor
system console and an subsystem problem isolation procedure.
eight-digit error code is not b. Keyboard

displayed. i. Replace the keyboard cable.

ii. Replace the keyboard.
ii. Replace the service processor. Location is model
dependent.
iv. Go to PFW1542: 1/0O problem isolation procedure.
c. Network, go to PFW1542: I/O problem isolation
procedure.
d. SCSI, go to PFW1542: |/O problem isolation procedure.
e. Speaker
i. Replace the operator panel.Location is model
dependent.
ii. Replace the service processor.Location is model
dependent.
iii. Go to PFW1542: |/O problem isolation procedure

The System Management Go to PFW1542: 1/0O problem isolation procedure.
Services menu is displayed.

All other symptoms. If you were directed here from the Entry MAP, go to PFW1542:
I/O problem isolation procedure. Otherwise, find the symptom in
the Start of call procedure.

Step 1020-2
Use this procedure to analyze a keyboard problem.

Find the type of keyboard you are using in the following table; then follow the instructions given in the Action
column.

Keyboard Type Action
Type 101 keyboard (U.S.). Identified by the size of the |Record error code MOKB D001; then go to Step
Enter key. The Enter key is in only one horizontal row |1020-3.
of keys.
Type 102 keyboard (W.T.). Identified by the size of Record error code MOKB D002; then go to Step
the Enter key. The Enter key extends into two 1020-3.
horizontal rows.
Type 106 keyboard. (Identified by the Japanese Record error code MOKB D003; then go to Step
characters.) 1020-3.
ASCII terminal keyboard Go to the documentation for this type of ASCII

terminal and continue with problem determination.

Step 1020-3

Perform the following steps:

1. Find the 8-digit error code in Reference codes.
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Note: If you do not locate the 8-digit code, look for it in one of the following places:

+ Any supplemental service manuals for attached devices

+ The diagnostic problem report screen for additional information

+ The Service Hints service aid

+ The CEREADME file (by using the Display service hints service aid)

2. Perform the action listed.

Parent topic: Detecting problems

Loading and Using the AIX online diagnostics or the standalone
diagnostics

Use this procedure to check the server or partition for correct hardware operation after removing and
replacing a part or installing a feature.

Parent topic: Working with AIX diagnostics

Before you begin

e The AlIX operating system must be installed on your server or the standalone diagnostics must be
available from another source (CD or Network Installation Management (NIM) server) before you start

this procedure.
e [f this server is directly attached to another server or attached to a network, be sure communications

with the other servers are stopped.
e This procedure requires use of all of the partition resources. No other activity can be running on the

partition while you are performing this procedure.
¢ This procedure requires access to the server's system console which can be either a display attached

to a graphics adapter or an HMC.

1. Does the server have AIX diagnostics preinstalled?

Yes:

No:

If there is an HMC attached to the system, go to step 2. If an HMC is not attached to the
system, go to step 4.

If there is an HMC attached to the system, go to step 3. If an HMC is not attached to the
system, go to step 5.

Note: If the server does not have an optical drive to load standalone diagnostics, go to step 7.

2. Using the HMC to load the online diagnostics in service mode

To run the online diagnostics in service mode from the boot hard disk, do the following:

If the system is powered down, go to substep 2.a. If the system is powered up, shut down the
operating system loaded on the partition that will be running standalone diagnostics. Put the
standalone diagnostic CD into the optical disk drive and then go to substep 2.h.

a.
b.

c.
d.

e.

Remove all tapes, diskettes, and optical media.

If the ASMI is not available to power on the system, go to 2.d. If the ASMI is available to
power on the system, go to Controlling the system power

Ensure that the AIX operating system is loaded on the disk drive and is assigned to the
correct partition.

Slow boot can be set using the control panel. Use panel function 02 to set the system boot
speed to S (slow). Refer to Control panel functions for more information.

Highlight the desired system by right-clicking on or selecting the system in the Server and
Partition: Server Management area. From the Server and Partition: Server Management
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menu, click on Selected.

. Select Power On.
. Enter any passwords that are requested.
. Go to your list of applicable partitions, click your left mouse button to select the partition that

you will be booting standalone diagnostics from. After the partition has been selected, click
your right mouse button to display a menu containing selectable tasks that can be done with
the partition.

. Select Activate. Ensure that the partitions operating system has been shutdown before

selecting the "Activate" option.

Note: After shutting down the operating system close the VTERM window by selecting the X
box, located in the upper right corner of the window. You must close the VTERM window
before accessing SMS. You are allowed one VTERM window opened at a time and when
accessed SMS automatically opens its own VTERM window.

. From the Activate Logical Partition menu select Advanced.
. From the Activate Logical Partition (Advanced) menu, click on the Boot-mode box and select

SMS, then click the OK button located at the bottom of the screen.

. From the Logical Partition menu, click on the box next to Open a Terminal Window or

Console Session, (a check mark appears in the box). Click on the OK button located at the
bottom of the screen.

. The Vterm screen appears. At the bottom of the Vterm screen the Power On Self Test

(POST) indicators begin appearing one at a time. After the POST indicator word "keyboard"
displays and before the last POST indicator word "speaker" displays, press the numeric "6"
key to boot standalone diagnostics.

Note:

¢ This is a time critical step. You must press the numeric "6" key as indicated above or
the system will boot up the operating system.

¢ If you are unable to load the diagnostics to the point where the DIAGNOSTIC
OPERATING INSTRUCTIONS display, go to . Using the HMC to load the standalone
diagnostics from CD-ROM

. Press Enter, when the Diagnostics Operating Instructions menu appears.

. From the Function Selection menu, choose the diagnostic selection that you want to perform.
. From the Define a System Console menu either type in or select vI320.

. To exit online diagnostics in service mode press the F10 key.

. Online diagnostics from service mode is now complete. You can now activate the partition to

boot the operating system.

3. Using the HMC to load the standalone diagnostics from CD-ROM

To run the standalone diagnostics CD, assign an optical drive to the partition in which standalone
diagnostics is to be run. Ask the customer to verify that an optical drive is assigned to the correct
partition.

If the system is powered down, go to substep 3.a. If the system is powered up, shut down the
operating system loaded on the partition that will be running standalone diagnostics. Put the
standalone diagnostic CD into the optical disk drive and then go to substep 3.h.

a.
b.

C.

Remove all tapes, diskettes, and optical media.

Ensure that the CD-ROM drive is assigned to the partition on which standalone diagnostics
will be run.

If the ASMI is not available to power on the system, go to 3.d. If the ASMI is available to
power on the system, go to Controlling the system power

. Slow boot can be set using the control panel. Use panel function 02 to set the system boot

speed to S (slow). Refer to Control panel functions for more information.

. Highlight the desired system by right-clicking on or selecting the system in the Server and

Partition: Server Management area. From the Server and Partition: Server Management
menu, click on Selected.

. Select Power On. As soon as the optical drive has power, insert the AlX standalone

diagnostic CD into the optical drive.
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g. Enter any passwords that are requested.

h. Go to your list of applicable partitions, click your left mouse button to select the partition that
you will be booting standalone diagnostics from. After the partition has been selected, click
your right mouse button to display a menu containing selectable tasks that can be done with
the partition.

. Select Activate. Ensure that the partitions operating system has been shutdown before
selecting the "Activate” option.

Note: After shutting down the operating system close the VTERM window by selecting the X
box, located in the upper right corner of the window. You must close the VTERM window
before accessing SMS. You are allowed one VTERM window opened at a time and when
accessed SMS automatically opens its own VTERM window.

j. From the Activate Logical Partition menu select Advanced.

k. From the Activate Logical Partition (Advanced) menu, click on the Boot-mode box and select
SMS, then click the OK button located at the bottom of the screen.

. From the Logical Partition menu, click on the box next to Open a Terminal Window or
Console Session, (a check mark appears in the box). Click on the OK button located at the
bottom of the screen.

m. The Vterm screen appears. At the bottom of the Vterm screen the Power On Self Test
(POST) indicators begin appearing one at a time. After the POST indicator word "keyboard"
displays and before the last POST indicator word "speaker" displays, press the numeric "5"
key to boot standalone diagnostics.

Note: This is a time critical step. You must press the numeric "5" key as indicated above or
the system will boot up the operating system.

. Using the standalone diagnostics menus, follow the instructions to define a system console.

. At the Define a System Console menu type in VvI320.

. The Function Selection menu appears, choose the standalone diagnostic selection that you
want to perform.

. To exit standalone diagnostics press the F10 key or simultaneously press the ESC and 0
keys.

r. To eject the CD from the optical drive type 99.

. When asked if you want to halt or reboot, select Halt.

. Standalone diagnostics from CD ROM is now complete. Remove the diagnostics CD ROM
media from the optical disk drive. You can now activate the partition to boot the operating
system.

4. Loading the online diagnostics on a system without an HMC attached

0 ©T O S

— N

To run the online diagnostics in service mode from the boot hard disk, do the following:

a. Stop all programs including the AIX operating system (get help if needed).

b. Remove all tapes, diskettes, and optical media.

c. Turn off the system unit power.

d. If the ASMI is not available, skip to substep 4.e. If the ASMI is available, do the following:

i. Access the ASMI. Login with your user ID and password.
ii. On the welcome screen, click on Power/Restart Control.
iii. On the "Power/Restart Control" menu, click on Power On/Off System.
iv. On the "Power On/Off System" menu, set the system boot speed to "slow". Also
verify that "Boot to System Hypervisor" is set to "Running".
v. Click on "Save Settings".
vi. Go to substep 4.g.
e. Slow boot can be set using the control panel. Do the following:
¢ Use panel function 02 to set the system boot speed to S (slow). Refer to Control
panel functions for more information.

f. Turn on the system unit power.

g. After the keyboard POST indicator displays on the firmware console and before the last
POST indicator (speaker) displays, press the numeric 6 key on either the directly attached
keyboard or the ASCII terminal to indicate that a service mode boot should be initiated using
the Customized service mode boot list.
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h. Enter any requested password.

Note: If you are unable to load the diagnostics to the point when the DIAGNOSTIC
OPERATING INSTRUCTIONS display, call your service support center for assistance.

i. Go to Running system verification.

5. Loading the standalone diagnostics on a system without an HMC attached

To run the standalone diagnostics from CD-ROM, do the following:

. Stop all programs including the AIX operating system (get help if needed).
. Remove all tapes, diskettes, and optical media.
. Turn off the system unit power.
. If the ASMI is not available, skip to substep 5.e. If the ASMI is available, do the following:
i. Access the ASMI. Login with your user ID and password.
ii. On the welcome screen, click on Power/Restart Control.
iii. On the "Power/Restart Control" menu, click on Power On/Off System.
iv. On the "Power On/Off System" menu, set the system boot speed to "slow". Also
verify that Boot to System Hypervisor is set to Running.
v. Click on "Save Settings".
vi. Go to substep 5.f.

e. Slow boot can be set using the control panel. Do the following:

¢ Use panel function 02 to set the system boot speed to S (slow). Refer to Control
panel functions for more information.
f. Turn on the system unit power and immediately insert the diagnostics CD-ROM into the
CD-ROM drive.

g. After the keyboard POST indicator displays on the firmware console and before the last

POST indicator (speaker) displays, press the numeric 5 key on either the directly attached
keyboard or the ASCII terminal to indicate that a service mode boot should be initiated using
the default service mode boot list.

h. Enter any requested password.

Note: If you are unable to load the diagnostics to the point when the DIAGNOSTIC
OPERATING INSTRUCTIONS display, call your support center for assistance.

i. If you want to verify server or partition operations, go to Running system verification.
j- To exit standalone diagnostics and shut down the system, refer to Powering off the system
after running standalone diagnostics.

6. Performing additional system verification To perform additional system verification, do the following:
a. Press Enter to return to the Diagnostic Selection menu.
b. To check other resources, select the resource. When you have checked all of the resources

you need to check, go to Stopping the diagnostics.

7. Running Standalone Diagnostics from a Network Installation Management (NIM) Server with an HMC
Attached to the System

A client system connected to a network with a Network Installation Management (NIM) server can

boot standalone diagnostics from the NIM server if the client-specific settings on both the NIM server
and client are correct.

Notes:

a. All operations to configure the NIM server require root user authority.
b. If you replace the network adapter in the client, the network-adapter hardware-address

settings for the client must be updated on the NIM server.

c. The Cstate for each standalone diagnostics client on the NIM server should be kept in the

diagnostic boot has been enabled state.

d. On the client system, the NIM server network adapter should be put in the bootlist after the

boot disk drive. This allows the system to boot in standalone diagnostics from the NIM server
if there is a problem booting from the disk drive. For information about setting the bootlist, see
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Accessing the Advanced System Management Interface.

For information about:
+ Registering a client on the NIM server
+ Enabling a client to run diagnostics from the NIM server
Referto  Advanced NIM configuration tasks  information on the AIX documentation Web site
NIM Server Configuration:
To verify that the client system is registered on the NIM server and the diagnostic boot is enabled, run

the Isnim -a Cstate -Z ClientName command from the command line on the NIM server. Refer to the
following table for system responses.

Note: The ClientName is the name of the system on which you want to run standalone diagnostics.

System Response Client Status
#name:Cstate: . The client system is registered on the NIM
Clliitg?meﬂlag“osm boot has Dbeen server and enabled to run diagnostics from
enabied: the NIM server.

#name:Cstate: . The client is registered on the NIM server

ClientName:ready for a NIM operation: but not enabled to run diagnostics from the
NIM server.

or

#name:Cstate:

ClientName:BOS installation has been . . .
enabled: Note: If the client system is registered on

the NIM server but Cstate has not been set,
no data will be returned.

0042-053 lsnim: there is no NIM object |The clientis not registered on the NIM
named "ClientName" server.

8. Client Configuration and Booting Standalone Diagnostics from the NIM Server

To run the standalone diagnostics from a NIM server, the network adapter from which you want to
boot from the NIM server must be assigned to the partition in which you want to run standalone
diagnostics. Ask the customer to verify that a network adapter is available to the partition before
continuing.

If the system is powered down, do the following. If it is powered up, and you are activating a partition,
go to substep 8.j.

To run standalone diagnostics on a client from the NIM server, do the following:

a. Remove any removable media (tape or optical disc).
b. Stop all programs including the operating system (get help if needed).
c. If the ASMI is available, do the following. If the ASMI is not available, go to substep 8.d.
i. Access the ASMI. Login with your user ID and password.
ii. On the welcome screen, click on Power/Restart Control.
iii. On the Power/Restart Control menu, click on Power On/Off System.
iv. On the Power On/Off System menu, set the system boot speed to "slow". Also verify
that "Boot to System Hypervisor" is set to "Running".
v. Click on Save Settings.
vi. Go to substep 8.e.
d. Slow boot can be set using the control panel. Do the following:
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i. Use panel function 02 to set the system boot speed to S (slow). Refer to Control
panel functions for more information.
ii. Go to substep 8.e.

e. If you are powering on the server, continue with substep 8.f. If you are activating a partition,
go to substep 8.i.

f. Highlight the desired system by right-clicking on or selecting the system in the Server and

Partition: Server Management area. On the menu, choose Selected.

. Select Activate.

. Enter any requested passwords. Go to step 8..

. Right-click on the desired partition name and select the Activate option.

. After the keyboard POST indicator displays on the firmware console and before the last
POST indicator (speaker) displays, press the numeric 1 key on either the directly attached
keyboard or the ASCII terminal to enter the SMS (system management services) menus.

k. Select Setup Remote IPL (Initial Program Load).

. Enter the client address, server address, gateway address (if applicable), and subnet mask.
Exit to the Network Parameters screen.

m. If the NIM server is set up to allow pinging from the client system, use the ping utility in the
RIPL utility to verify that the client system can ping the NIM server. Under the ping utility,
choose the network adapter that provides the attachment to the NIM server to do the ping
operation. If the ping returns with an OK prompt, the client is prepared to boot from the NIM
server. If ping returns with a FAILED prompt, the client cannot proceed with the NIM boot.

—_—. —.JQ

Note: If the ping fails, check the connections between the server and the NIM server.

n. Exit the SMS menus completely. The system starts loading packets while doing a bootp from
the network.
0. Go to Running system verification.
To do a one-time boot of the network adapter attached to the NIM server network, do the following:

. Exit to the SMS Main screen.

. Select Select Boot Options.

. Select Install or Boot a Device.

. On the Select Device Type screen, select Network.

. Set the network parameters for the adapter from which you want to boot.

. Exit completely from SMS. The system starts loading packets while doing a bootp from the
network.

Follow the instructions on the screen to select the system console.

-~ D OO T

¢ If Diagnostics Operating Instructions Version x.x.x displays, standalone
diagnostics have loaded successfully.
+ If the operating system login prompt displays, standalone diagnostics did not load. Check the
following items:
¢ The network parameters on the client may be incorrect.
¢ Cstate on the NIM server may be incorrect.
0 Network problems might be preventing you from connecting to the NIM server.

Note: If the ping fails, check the connections between the server and the NIM server.

Verify the connections between the server and the NIM server and check the settings and status for
the network.

Note: If you are unable to load the diagnostics to the point where the DIAGNOSTIC OPERATING
INSTRUCTIONS display, go to Using the HMC to load the standalone diagnostics from CD-ROM.
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Running system verification

When the Diagnostic Operating Instructions display, do the following to run system verification:
1. Press Enter.
2. If the terminal type is requested, you must use the Initialize Terminal option on the Function Selection
menu to initialize the operating system before you can continue with the diagnostics.
3. Select the System Verification option on the Diagnostic Mode Selection menu.
4. To run a general checkout of all installed resources, select the All Resource option on the Diagnostic
Selection menu. Follow the instructions on the screen to complete the checkout procedure.
To check one particular resource, select that resource on the Diagnostic Selection menu.
The checkout program ends with either of the following results:
+ The Testing Complete screen displays a message stating No trouble was found.
+ The A Problem Was Detected On (Time Stamp) menu displays, with either a service request

number (SRN) or an error code. Make a note of any codes displayed on the display or
operator panel.

Note: If you received an error code, record the code and then contact your service support center.

To exit the standalone diagnostics and shutdown the system, refer to Powering off the system after
running standalone diagnostics.

To stop diagnostics, do the following:

Stopping the diagnostics

1. To exit the diagnostics, press the F3 key (from a defined terminal) or press 99 (from an undefined
terminal).

2. If you changed any attributes on your terminal to run the diagnostics, change the settings back to
normal.
This completes the system verification.

If the server passed all the diagnostic tests, the verification process is complete and your server is ready to
use.

Powering off the system after running standalone diagnostics

To power off the system after running AIX standalone diagnostics version 5.3.0.10 or later, you will be asked if
you want to halt the system. Answering "yes" to this question will power off the system.

Note: It is recommended that when running standalone diagnostics that you use the latest level.

If you are running a version of AlX standalone diagnostics prior to 5.3.0.10, then from the control panel, do the
following:
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. Using the up arrow key, select "Option 2".

. Press the <enter> key until you reach "N".

. Press the up arrow key to change the "N" to "M" (Manual).

. Press the <enter> key to go back to the "Option 2" operator panel display.
. Press the up arrow key to go to "Option 08".

. Press the <enter> key.

. Press the up arrow key to go to "Option 08" again.

. Press the <enter> key. The system powers off.

ONO TR~ WN =

Pulling the system power plug(s) can be used as a final option to powering off the system after running any
version of AIX standalone diagnostics.

AIX tasks and service aids
The AIX diagnostic package contains programs that are called Tasks.

Tasks can be thought of as performing a specific function on a resource; for example, running diagnostics or
performing a service aid on a resource. This chapter describes the tasks available in the AIX diagnostic
programs.

Notes:

1. Many of these programs work on all system model architectures. Some programs are only accessible
from online diagnostics in service or concurrent mode, while others may be accessible only from
standalone diagnostics.

2. The specific tasks available will be dependent on the hardware attributes or capabilities of the system
you are servicing. Not all service aids nor tasks will be available on all systems.

3. If the system is running on a logically partitioned system, the following tasks can be executed only in a
partition with service authority:

+ Configure reboot policy

+ Configure remote maintenance policy

+ Configure ring indicate Power On

+ Configure ring indicate Power-On policy

+ Update system or service processor flash

+ Save or restore hardware management policies
+ Configure scan dump policy

To perform one of these tasks, use the Task Selection option from the FUNCTION SELECTION menu.
After a task is selected, a resource menu may be presented showing all resources supported by the task.

A fast-path method is also available to perform a task by using the diag command and the -T flag. By using
the fast path, the user can bypass most of the introductory menus to access a particular task. The user is
presented with a list of resources available to support the specified task. The fast-path tasks are as follows:

e Certify - Certifies media

e Chkspares - Checks for the availability of spare sectors

¢ Download - Downloads microcode to an adapter or device
¢ Disp_mcode - Displays current level of microcode

e Format - Formats media

« [dentify - Identifies the PCI RAID physical disks

e I[dentifyRemove - Identifies and removes devices (hot plug)

To run these tasks directly from the command line, specify the resource and other task-unique flags. Use the
descriptions in this chapter to understand which flags are needed for a given task.
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Tasks
The following tasks are described in this chapter:

e Add resource to resource list

e AIX shell prompt

e Analyze adapter internal log

e Backup and restore media

¢ CD-ROM exerciser

¢ Certify media

e Change hardware vital product data

e Configure dials and LPF keys

¢ Configure reboot policy (CHRP) on POWER 5 system or later
¢ Configure remote maintenance policy

e Configure ring indicate power-on policy

¢ Configure scan dump policy

e Configure surveillance policy

e Create customized configuration diskette

e Delete resource from resource list

e Disk maintenance

¢ Disk to disk copy

e Diskette exerciser

e Display / alter sector

¢ Display configuration and resource list

¢ Display firmware device node information

e Display hardware error report

¢ Display hardware vital product data

¢ Display machine check error log

¢ Display microcode level

e Display multipath 1/0 (MPIO) device configuration
e Display or change bootlist

¢ Display or change diagnostic run time options
e Display previous diagnostic results

e Display resource attributes

e Display service hints

¢ Display software product data

e Display system environmental sensors

¢ Display test patterns

¢ Display USB devices

e Download microcode for systems using AIX 5.2.0.30 and later
¢ DVD RAM media

e Exercise commands

e Fault indicators

¢ Fibre Channel RAID service aids

¢ Flash SK-NET FDDI firmware

¢ Floating point exerciser

e Format media

e Gather system information

¢ Generic microcode download

¢ Hardfile attached to PCI SCSI RAID adapter
¢ Hardfile attached to SCSI adapter (non-RAID)
¢ Hot plug task

e |dentify indicators

e [dentify and system attention indicators

e Local area network analyzer

¢ Log repair action

e Memory exercise

¢ Microcode installation to adapters and devices
¢ Microcode installation to disk drive attached to PCI SCSI RAID adapters
e Microcode installation to PCI SCSI RAID adapters
¢ Microcode installation to SES devices

e Microcode tasks

¢ Modem configuration

¢ Optical media

¢ Periodic diagnostics

¢ PCI hot plug manager

¢ PCI SCSI disk identify array manager
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¢ PCI RAID physical disk identify

¢ Process supplemental media

e RAID hot plug devices

¢ Reboot/restart policy setup

¢ Run diagnostics

* Run error log analysis

* Run exercisers

* Save or restore hardware management policies
¢ SCSI and SCSI RAID hot plug manager
e SCSI bus analyzer

e SCSI hot plug manager

e SCSI RAID physical disk status and vital product data
e SCSD tape drive service aid

¢ Site specific call in/out setup

® Spare sector availability

® SSA service aid

e Surveillance setup

e System fault indicator

¢ System identify indicator

e Tape exerciser

¢ Update disk-based diagnostics

¢ Update system or service processor flash
e Update and manage system flash

¢ 7135 RAIDiant Array service aids

Add resource to resource list

Use this task to add resources back to the resource list.

Note: Only resources that were previously detected by the diagnostics and deleted from the diagnostic test
list are listed. If no resources are available to be added, then none are listed.

AIX shell prompt

Note: Use this service aid in online service mode only.

This service aid allows access to the AIX command line. To use this service aid, the user must know the root
password (when a root password has been established).

Note: Do not use this task to install code or to change the configuration of the system. This task is intended to
view files, configuration records, and data. Using this service aid to change the system configuration or install
code can produce unexplained system problems after exiting the diagnostics.
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Analyze adapter internal log

The PCI RAID adapter has an internal log that logs information about the adapter and the disk drives attached
to the adapter. Whenever data is logged in the internal log, the device driver copies the entries to the AIX
system error log and clears the internal log.

The analyze adapter internal log service aid analyzes these entries in the AIX system error log. The service
aid displays the errors and the associated service actions. Entries that do not require any service actions are
ignored.

When running this service aid, a menu is presented to enter the start time, the end time, and the file name.
The start time and end time have the following format: mmddHHMMyy. (where mm is the month (1-12), dd is
the date (1-31) HH is the hour (00-23) MM is the minute (00-59), and yy is the last two digits of the year
(00-99). The file name is the location where the user wants to store the output data.

To invoke the service aid task from the command line, type:
diag —-c¢ -d devicename -T "adapela —-s start date —-e end date

Flag

Description
-Cc

Specifies not console mode.
-d devicename

Specifies the device whose internal log you want to analyze (for example, SCRAIDO)
-s start date

Specifies all errors after this date are analyzed.
-e end date

Specifies all errors before this date are analyzed.
-T

Specifies the Analyze Adapter Internal Log task

Note: To specify a file name from the command line, use the redirection operator at the end of the command
to specify where the output of the command is to be sent, for example > filename (Where filename is the
name and location where the user wants to store the output data (for example, /tmp/adaptlog).

Backup and restore media

This service aid allows verification of backup media and devices. It presents a menu of tape and diskette
devices available for testing and prompts for selecting the desired device. It then presents a menu of available
backup formats and prompts for selecting the desired format. The supported formats are tar, backup, and
cpio. After the device and format are selected, the service aid backs up a known file to the selected device,
restores that file to /tmp, and compares the original file to the restored file. The restored file remains in /tmp to
allow for visual comparison. All errors are reported.

Certify media

This task allows the selection of diskette, DVD-RAM media, or hard files to be certified. Normally, this is done
under the following conditions:
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¢ To determine the condition of the drive and media
¢ To verify that the media is error-free after a format service aid has been run on the media

Normally, run Certify if after running diagnostics on a drive and its media, no problem is found, but you
suspect that a problem still exists.

Hard files can be connected either to a SCSI adapter (non-RAID) or a PCI SCSI RAID adapter. The usage
and criteria for a hard file connected to a non-RAID SCSI adapter are different from those for a hard file
connected to a PCl SCSI RAID adapter.

Certify media can be used in the following ways:
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¢ Certify Diskette

This selection enables you to verify the data written on a diskette. When you select this service aid, a
menu asks you to select the type of diskette being verified. The program then reads all of the ID and
data fields on the diskette one time and displays the total number of bad sectors found.

e Certify DVD-RAM media

This selection reads all of the ID and data fields. It checks for bad data and counts all errors
encountered. If an unrecovered data errors occurs, the data on the media should be transferred to
another media and the original media should be discarded. If an unrecovered equipment error occurs
or recovered errors exceed the threshold value, the original media should be discarded.

The certify service aid displays the following information:

+ Capacity in bytes
+ Number of data errors recovered
+ Number of data errors not recovered
+ Number of equipment check errors
+ Number of equipment checks not recovered
If the drive is reset during a certify operation, the operation is restarted.

If the drive is reset again, the certify operation is terminated, and the user is asked to run diagnostics
on the drive.

This task can be run directly from the AIX command line. The command line syntax is: diag -c -d
-T certify

Flag

Description
-C

No console mode
-d

Specifies a device
-T

Specifies the certify task
Certify Hard file Attached to a Non-RAID and PCI-X RAID SCSI Adapter

For pdisks and hdisks, this selection reads all of the ID and data fields on the hard file. If bad-data
errors are encountered, the certify operation counts the errors.

If there are non-recovered data errors that do not exceed the threshold value, do one of the following:

+ For hdisk hard files, the hard file must be formatted and then certified again.

+ For pdisk hard files, diagnostics should be run on the parent adapter.
If the non-recovered data errors, recovered data errors, recovered and non-recovered equipment
errors exceed the threshold values, the hard file must be replaced.

After the read certify of the disk surface completes for hdisk hard files, the certify operation performs
2000 random-seek operations. Errors are also counted during the random-seek operations. If a disk
timeout occurs before the random seeks are finished, the disk needs to be replaced.

The Certify service aid displays the following information:

+ For hdisks:
¢ Drive capacity in megabytes.
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¢ Number of data errors recovered.

¢ Number of data errors not recovered.

¢ Number of equipment checks recovered.

¢ Number of equipment checks not recovered.

+ For pdisks:

¢ Drive capacity in megabytes.

¢ Number of data errors not recovered.

¢ Number of LBA reassignments

¢ Number of equipment checks not recovered.
This task can be run directly from the AIX command line. The command line syntax is: diag -c -d
deviceName -T "certify"

Flag

Description
-C

No console mode
-d

Specifies a device
-T

Specifies the certify task
Certify Hard File Attached to a PCI SCSI RAID Adapter

This selection is used to certify physical disks attached to a PCI SCSI RAID adapter. Certify reads the
entire disk and checks for recovered errors, unrecovered errors, and reassigned errors. If these errors
exceed the threshold values, the user is prompted to replace the physical disk.

This task can be run directly from the AIX command line. The command line syntax is: diag -c -d
RAIDadapterName —-T "certify {-1chlD| -A}"

Flag
Description
* No console mode
a Specifies the RAID adapter to which the disk is attached
i Specifies the certify task and its parameters
L Specifies physical disk channel/ID (for example: -l 27)

All disks

Change hardware vital product data

Use this service aid to display the display/alter VPD selection menu. The menu lists all resources installed on
the system. When a resource is selected, a menu displays that lists all the VPD for that resource.

Note: The user cannot alter the VPD for a specific resource unless the VPD is not machine-readable.

Configure dials and LPF keys
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Note: The dials and LPF keys service aid is not supported in standalone mode (CD-ROM and NIM) on
systems with 32 MB or less memory. If you have problems in standalone mode, use the hardfile-based
diagnostics.

This service aid provides a tool for configuring and removing dials and LPF keys to the asynchronous system
ports.

This selection invokes the SMIT utility to allow dials and LPF keys configuration. A TTY must be in the
available state on the async port before the dials and LPF keys can be configured on the port. The task allows

an async adapter to be configured, then a TTY port defined on the adapter. dials and LPF keys can then be
defined on the port.

Before configuring dials or LPF keys on a system port, you must remove all defined TTYs. To determine if

there are any defined TTYs, select List All Defined TTYs. Once all defined TTYs have been removed, then
add a new TTY and configure the dials or LPF keys.

Configure reboot policy (CHRP) on POWERS5 systems or later
This service aid controls how the system tries to recover when power is restored after a power outage.

Use this service aid to display and change the following settings for the reboot policy.

Enable platform automatic power restart
When enabled, "Platform auto power restart” allows the platform firmware to restart a system after power is
restored following a power outage. If the system is partitioned, each partition that was running when the power

outage occurred will be restarted as indicated by that partition's setting of the system management (SMIT)
option: "Automatically reboot operating system after a crash".

This service aid may be accessed directly from the command line, by entering:
/usr/lpp/diagnostics/bin/uspchrp -b

The parameter setting may be read and set directly from the command line. To read the parameter, use the
command:

/usr/lpp/diagnostics/bin/uspchrp -qg platform-auto-power-restart

To set the parameter, use the command:
/usr/lpp/diagnostics/bin/uspchrp -e platform-auto-power-restart=0]|1
where:

1 = Enable Platform Automatic Power Restart
0 = Disables Platform Automatic Power Restart

The Platform Boot Speed system parameter can be read or set from the command line only. To read the
Platform Boot Speed system parameter, use the command: /usr/lpp/diagnostics/bin/uspchrp -g
PlatformBootSpeed

To set the Platform Boot Speed system parameter, use the command:
/usr/lpp/diagnostics/bin/uspchrp —e PlatformBootSpeed=fast|slow.

With a fast platform speed, the platform firmware will perform a minimal set of hardware tests before loading
the operating system. With a slow platform speed, the platform firmware will perform a comprehensive set of
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hardware tests before loading the operating system.

For the command:

/usr/lpp/diagnostics/bin/uspchrp —gq <variable name> | —-e <variable name>=value
The return codes are:

0 = command successful
1 = command not successful

Configure remote maintenance policy

The remote maintenance policy includes modem configurations and phone numbers to use for remote
maintenance support.

Use this service aid to display and change the following settings for the remote maintenance policy.

Note: Because of system capability, some of the following settings might not be displayed by this service aid.

¢ Configuration file for modem on system port 1 (S1)
Configuration file for modem on system port 2 (S2).
Enter the name of a modem configuration file to load on either S1 or S2. The modem configuration
files are located in the directory /usr/share/modems. If a modem file is already loaded, it is indicated
by Modem file currently loaded.

e Modem file currently loaded on S1
Modem file currently loaded on S2

This is the name of the file that is currently loaded on system port 1 or serial port 2.

Note: These settings are only shown when a modem file is loaded for a system port.

e Call In Authorized on S1 (on/off)
Call In Authorized on S2 (on/off)

Call in allows the service processor to receive a call from a remote terminal.
e Call Out Authorized on S1 (on/off)

Call Out Authorized on S2 (on/off)

Call out allows the service processor to place calls for maintenance.
¢ S1 Line Speed

S2 Line Speed

A list of line speeds is available by using List on the screen.
¢ Service Center Phone Number

This is the number of the service center computer. The service center usually includes a computer
that takes calls from systems with call-out capability. This computer is referred to as "the catcher.”
The catcher expects messages in a specific format to which the service processor conforms. For
more information about the format and catcher computers, refer to the README file in the AIX
/usr/samples/syscatch directory. Contact the service provider for the correct telephone number to
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enter here.
e Customer Administration Center Phone Number

This is the number of the system administration center computer (catcher) that receives problem calls
from systems. Contact the system administrator for the correct telephone number to enter here.
¢ Digital Pager Phone Number In Event of Emergency

This is the number for a pager carried by someone who responds to problem calls from your system.
e Customer Voice Phone Number

This is the number for a telephone near the system, or answered by someone responsible for the
system. This is the telephone number left on the pager for callback.
e Customer System Phone Number

This is the number to which your system's modem is connected. The service or administration center
representatives need this number to make direct contact with your system for problem investigation.
This is also referred to as the call in phone number.

e Customer Account Number

This number is available for service providers to use for record-keeping and billing.
e Call Out Policy Numbers to call if failure

This is set to either first or all. If the call-out policy is set to first, call out stops at the first successful
call to one of the following numbers in the order listed:

1. Service Center
2. Customer Administration Center
3. Pager
If call out policy is set to all, call-out attempts to call all of the following numbers in the order listed:

1. Service Center
2. Customer Administration Center
3. Pager
¢ Remote Timeout, in seconds Remote Latency, in seconds

These settings are functions of the service provider's catcher computer.
e Number of Retries While Busy

This is the number of times the system should retry calls that resulted in busy signals.
¢ System Name (System Administrator Aid)

This is the name given to the system and is used when reporting problem messages.

Note: Knowing the system name aids the support team in quickly identifying the location,
configuration, history, and so on of your system.

You can access this service aid directly from the AIX command line by typing:
/usr/lpp/diagnostics/bin/uspchrp -m

Configure ring indicate power-on policy

This service aid allows the user to power-on a system by telephone from a remote location. If the system is
powered off, and ring indicate power-on is enabled, the system powers on at a predetermined number of
rings. If the system is already on, no action is taken. In either case, the telephone call is not answered, and
the caller receives no feedback that the system has powered on.

Use this service aid to display and change the following settings for the ring indicate power-on policy:
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Because of system capability, some of the following settings might not be displayed by this service aid.

e Power On Via Ring Indicate (on/off)
¢ Number of Rings Before Power On

You can access this service aid directly from the AIX command line by typing:
/usr/lpp/diagnostics/bin/uspchrp -r

Configure scan dump policy
Configure scan dump policy allows the user to set or view the scan dump policy (scan dump control and size)
in NVRAM. Scan dump data is a set of chip data that the service processor gathers after a system
malfunction. It consists of chip scan rings, chip trace arrays, and scan COM (SCOM) registers. This data is
stored in the scan-log partition of the system's nonvolatile random access memory (NVRAM).
Use this service aid to display and change the following settings for the scan dump policy at run time:
e Scan Dump Control (how often the dump is taken)
e Scan Dump Size (size and content of the dump)
The Scan Dump Control (SDC) settings are as follows:
¢ As needed: This setting allows the platform firmware to determine whether a scan dump is performed.
This is the default setting for the dump policy.
¢ Always: This setting overrides the firmware recommendations and always performs a dump after a
system failure.
The Scan Dump Size (SDS) settings are as follows:
¢ As Requested - Dump content is determined by the platform firmware.
e Minimum - Dump content collected provides the minimum debug information, enabling the platform to
reboot as quickly as possible.
e Optimum - Dump content collected provides a moderate amount of debug information.
e Complete - Dump data provides the most complete error coverage at the expense of reboot speed.
You can access this service aid directly from the AIX command line by typing:

/usr/lpp/diagnostics/bin/uspchrp -d

Surveillance setup

Note: Surveillance is only supported for systems running in full machine partition.

This selection allows you to display and change the NVRAM settings for the surveillance capability of the
Service processor.

The settings allow you to:
e Enable or disable surveillance
* Set the surveillance time interval, in minutes
¢ Set the surveillance delay, in minutes

The current settings are read from NVRAM and displayed on the screen. Any changes made to the data
shown are written to NVRAM.

System unit problem determination 351



Service provider information

Modem configuration

Use this selection when setting the NVRAM for a modem attached to any of the service processor's system
ports. The user inputs the file name of a modem configuration file and the system port number. The formatted
modem configuration file is read, converted for NVRAM, and then loaded into NVRAM.

Call In/Out Setup

This selection allows the user to display and change the NVRAM settings for the call in/call out capability of
the service processor.

The settings allow the user to:

¢ Enable or disable call in on either system port
e Enable or disable call out on either system port
e Set the line speed on either system port

Site specific call in/out setup

This selection allows you to display and change the NVRAM settings that are site-specific for the call-in or
call-out capability of the service processor.

The site-specific NVRAM settings allow you to set the following:

e Phone number for the service center

* Phone number for the customer administration center
¢ Phone number for a digital pager

* Phone number for the customer system to call in
* Phone number for the customer voice phone

¢ Customer account number

e Call-out policy

¢ Remote timeout value

¢ Remote latency value

e Number of retries while busy

e System name

The current settings are read from NVRAM and displayed on the screen. Any changes made to the data
shown are written to NVRAM.

Reboot/restart policy setup
This selection controls how the system tries to recover from a system crash.
Use this service aid to display and change the following settings for the reboot policy setup.

e Maximum number of reboot attempts
Enter a number that is 0 or greater.
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Note: A value of 0 indicates "do not attempt to reboot" to a crashed system.

This number is the maximum number of consecutive attempts allowed to reboot the system. The term
reboot, when used in context of this service aid, describes the system hardware being brought back
up from scratch. Examples would be a system reset or turning on the power.

When the maximum number of reboot attempts is exceeded, the system calls out if that function has
been enabled.

When the reboot process completes successfully, the reboot-attempts count is reset to 0, and a
restart begins. The term restart, when used in context of this service aid, describes the operating
system activation process. Restart always follows a successful reboot.

When a restart fails, and a restart policy is enabled, the system attempts to reboot for the maximum
number of reboot attempts.
¢ Enable Restart Policy (1=Yes, 0=No)

When the service processor detects operating system inactivity, an enabled "restart policy” causes a
system reset, and the reboot process begins.
e Call-Out Before Restart (on/off)

When enabled, "call-out before restart” allows the system to call out (on a system port that is enabled
for call-out) when an operating system restart is initiated. Such call-outs can be valuable if the number
becomes excessive, thus signalling bigger problems.

e Enable Unattended Start Mode (1=Yes, 0=No)

When enabled, "unattended start mode" allows the system to recover from the loss of ac power.

If the system was powered-on when the ac loss occurred, the system reboots when power is restored.
If the system was powered-off when the ac loss occurred, the system remains off when power is
restored.

Configure surveillance policy

Note: This service aid is supported only for systems running in full machine partition.

This service aid monitors the system for hang conditions; that is, hardware or software failures that cause
operating system inactivity. When enabled, and surveillance detects operating system inactivity, a call is
placed to report the failure.

Use this service aid to display and change the following settings for the surveillance policy:

Note: Because of system capability, some of the following settings might not be displayed by this service aid:

e Surveillance (on/off)

¢ Surveillance Time Interval - This is the maximum time between heartbeats from the operating system.

e Surveillance Time Delay - This is the time to delay between when the operating system is in control
and when to begin operating system surveillance.

¢ Changes are to Take Effect Immediately - Set this to yes if the changes made to the settings in this
menu are to take place immediately. Otherwise, the changes take effect beginning with the next
system boot.
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You can access this service aid directly from the AIX command line by typing:
/usr/lpp/diagnostics/bin/uspchrp -s

Create customized configuration diskette

This selection invokes the Diagnostic Package Utility Service Aid, which allows the user to create a
standalone diagnostic package configuration diskette.

The standalone diagnostic package configuration diskette allows the following to be changed from the
console:

e Default refresh rate for a low function terminal (LFT)
The refresh rate used by the standalone diagnostic package is 60 Hz. If the display's refresh rate is
77 Hz, set the refresh rate to 77.

e Different async terminal console
You can create a console configuration file that allows a terminal attached to any RS232 or RS422

adapter to be selected as a console device. The default device is an RS232 TTY device attached to
the first standard system port (S1).

Delete resource from resource list

Use this task to delete resources from the resource list.

Note: Only resources that were previously detected by the diagnostics and have not been deleted from the
diagnostic test list are listed. If no resources are available to be deleted, then none are listed.

Disk maintenance
This service aid provides the following options for the fixed-disk maintenance:

¢ Disk to Disk Copy
e Display/Alter Sector

Disk to disk copy

Notes:

1. This service aid cannot be used to update a drive of a different size. The service aid only supports
copying from a SCSI drive to another SCSI drive of the same size.
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2. Use the migratepv command when copying the contents to other disk drive types. This command also
works when copying SCSI disk drives or when copying to a SCSI disk drive that is not the same size.
Refer to System Management Guide: Operating System and Devices for a procedure on to migrate
the contents of a physical volume.

This publication is located on the AIX documentation CD. The documentation information is made
accessible by loading the documentation CD onto the hard disk or by mounting the CD in the
CD-ROM drive.

This selection allows you to recover data from an old drive when replacing it with a new drive. The service aid
recovers all logical volume manager (LVM) software-reassigned blocks. To prevent corrupted data from being
copied to the new drive, the service aid stops if an unrecoverable read error is detected. To help prevent
possible problems with the new drive, the service aid stops if the number of bad blocks being reassigned
reaches a threshold.

To use this service aid, both the old and new disks must be installed in or attached to the system with unique
SCSI addresses. This requires that the new disk drives SCSI address must be set to an address that is not
currently in use and the drive be installed in an empty location. If there are no empty locations, then one of the
other drives must be removed. When the copy is complete, only one drive can remain installed. Either remove
the target drive to return to the original configuration, or perform the following procedure to complete the
replacement of the old drive with the new drive:

1. Remove both drives.

2. Set the SCSI address of the new drive to the SCSI address of the old drive.
3. Install the new drive in the old drive's location.

4. Install any other drives (that were removed) into their original location.

To prevent problems that can occur when running this service aid from disk, it is suggested that this service
aid be run, when possible, from the diagnostics that are loaded from removable media.

Display/alter sector

Note: Use caution when you use this service aid because inappropriate modification to some disk sectors can
result in the total loss of all data on the disk.

This selection allows the user to display and alter information on a disk sector. Sectors are addressed by their
decimal sector number. Data is displayed both in hex and in ASCII. To prevent corrupted data from being
incorrectly corrected, the service aid does not display information that cannot be read correctly.

Display configuration and resource list

If a device is not included in the test list or if you think a diagnostic package for a device is not loaded, check
by using the display configuration and resource list task. If the device you want to test has a plus (+) sign or a
minus (-) sign preceding its name, the diagnostic package is loaded. If the device has an asterisk (*)
preceding its name, the diagnostic package for the device is not loaded or is not available.

This service aid displays the item header only for all installed resources. Use this service aid when there is no
need to see the vital product data (VPD). (No VPD is displayed.)
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Display firmware device node information
This task displays the firmware device node information. This service aid is intended to gather more

information about individual or particular devices on the system. The format of the output data may differ
depending on which level of the AIX operating system is installed.

Display hardware error report
This service aid uses the errpt command to view the hardware error log.
The display error summary and display error detail selections provide the same type of report as the errpt

command. The display error analysis summary and display error analysis detail selections provide additional
analysis.

Display hardware vital product data

This service aid displays all installed resources, along with any VPD for those resources. Use this service aid
when you want to look at the VPD for a specific resource.

Display machine check error log

Note: The display machine check error log service aid is available only on standalone diagnostics.

When a machine check occurs, information is collected and logged in an NVRAM error log before the system
unit shuts down. This information is logged in the AIX error log and cleared from NVRAM when the system is
rebooted from the hard disk, LAN, or standalone media. When booting from standalone diagnostics, this
service aid converts the logged information into a readable format that can be used to isolate the problem.
When booting from the hard disk or LAN, the information can be viewed from the AIX error log using the
hardware error report service aid. In either case, the information is analyzed when the sysplanar0 diagnostics
are running in problem determination mode.

Display microcode level

Note: Note: In AlX diagnostics versions 5.2.0.75, 5.3.0.30, and later, display microcode level is a subtask that
can be accessed after selecting Microcode Tasks.
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This task provides a way to display microcode on a device or adapter. When the sys0 resource is selected,
the task displays the levels of both the system firmware and service processor firmware. sys0 may not be
available in all cases.

You can display the current level of the microcode on an adapter, the system, or a device by using the AIX
diag command. See the following command syntax: diag -c -d device -T "disp_mcode"

Flag
Description
-C
No console mode.
-d
Used to specify a device.
-T

Use the disp_mcode option to display microcode.

The AlX Ismcode command serves as a command line interface to the display microcode level task. For
information on the Ismcode command, refer to the AIX Commands Reference manual.

Display MultiPath I/O (MPIO) device configuration
This service aid displays the status of MPIO devices and their connections to their parent devices.

This service aid is capable of sending SCSI commands on each available path regardless of the default MPIO
path algorithm. Therefore, it is useful for testing the unused path for integrity.

Run this service aid if it is suspected that there is a problem with the path between MPIO devices and their
parent devices.

This service aid is capable of:
e Listing MPIO devices
e Listing the parents of MPIO devices
e Displaying the status and location of specified MPIO devices
¢ Displaying the hierarchy of MPIO adapters and devices.

If there are no devices with multiple paths, this service aid will not be shown onthe  Task Selection
menu.

Access this service aid directly from the AIX command line by typing:

/usr/lpp/diagnostics/bin/umpio

Display or change bootlist
This service aid allows the bootlist to be displayed, altered, or erased.

The system attempts to perform an IPL from the first device in the list. If the device is not a valid IPL device or
if the IPL fails, the system proceeds in turn to the other devices in the list to attempt an IPL.

Display or change diagnostic run-time options
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The display or change diagnostic run-time options task allows the diagnostic run-time options to be set.

Note: The run-time options are used only when selecting the run diagnostic task.

The run-time options are:
e Display Diagnostic Mode Selection Menus

This option allows the user to turn on or off displaying the DIAGNOSTIC MODE SELECTION MENU
(the default is on).

e Run Tests Multiple Times
This option allows the user to turn on or off, or specify a loop count, for diagnostic loop mode (the
default is off).

Note: This option is only displayed when you run the online diagnostics in service mode.

e Include Advanced Diagnostics

This option allows the user to turn on or off including the advanced diagnostics (the default is off).
e Include Error Log Analysis (not available in diagnostics 5.2.0 or later)

This option allows the user to turn on or off including the error log analysis (ELA) (the default is off).
e Number of Days Used to Search Error Log

This option allows the user to select the number of days for which to search the AlX error log for
errors when running the error log analysis. The default is seven days, but it can be changed from one
to sixty days.

¢ Display Progress Indicators

This option allows the user to turn on or off the progress indicators when running the diagnostic
applications. The progress indicators, in a box at the bottom of the screen, indicate that the test is
being run (the default is on).

¢ Diagnostic Event Logging

This option allows the user to turn on or off logging information to the diagnostic event log (the default

is on).
¢ Diagnostic Event Log File Size

This option allows the user to select the maximum size of the diagnostic event log. The default size
for the diagnostic event log is 100 KB. The size can be increased in 100 KB increments to a maximum
of 1 MB.

Use the diaggetrto command to display one or more diagnostic run-time options. Use the following AIX
command syntax:

/usr/lpp/diagnostics/bin/diaggetrto -a -d -1 -m -n -p -s

Use the diagsetrto command to change one or more diagnostic run-time options. Use the following AIX
command syntax:

/usr/lpp/diagnostics/bin/diagsetrto —a on|off -d onl|off -1 size
-m on|off —-n days -p on|off

Flag descriptions for the diaggetrto and diagsetrto commands are as follows:
Flag

Description
-a
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Displays or changes the value of the include advanced diagnostics option.

-d
Displays or changes the value of the diagnostic event logging option.
-l
Displays or changes the value of the diagnostic event log file size. Allowable size are between 100K
and 1000K in increments of 100K. The size may never be decreased.
-m
Displays or changes the value of the display diagnostic mode selection menu option.
-n
Displays or changes the value of the number of days used to search the error log option. Allowable
values are between 1 and 60 days. 7 days is the default.
P
Displays or changes the value of the display progress indicators option.
-S

Displays all of the diagnostic run-time options.

Display previous diagnostic results

Note: This service aid is not available when you load the diagnostics from a source other than a hard disk
drive or a network.

This service aid allows a service representative to display results from a previous diagnostic session. When
the display previous diagnostic results option is selected, the user can view up to 25 no trouble found (NTF)
and service request number (SRN) results.

This service aid displays diagnostic event log information. You can display the diagnostic event log in a short
version or a long version. The diagnostic event log contains information about events logged by a diagnostic
session.

This service aid displays the information in reverse chronological order.

This information is not from the AIX operating system error log. This information is stored in the /var/adm/ras
directory.

You can run the command from the AIX command line by typing: /usr/lpp/diagnostics/bin/diagrpt
-0 ? -s mmddyy ? —-a ? -r

Flag
Description
-0
Displays the last diagnostic results file stored in the /etc/Ipp/diagnostics/data directory
-s mmddyy
Displays all diagnostic result files logged since the date specified
-a
Displays the long version of the diagnostic event log
-r
Displays the short version of the diagnostic event log

Display resource attributes

This task displays the customized device attributes associated with a selected resource. This task is similar to
running the Isattr -E -I resource command.
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Display service hints

This service aid reads and displays the information in the CEREADME file from the diagnostics media. This
file contains information that is not contained in the publications for this version of the diagnostics. The file
also contains information about using this particular version of diagnostics.

Display software product data
This task uses SMIT to display information about the installed software and provides the following functions:

e List Installed Software

e List Applied but Not Committed Software Updates
e Show Software Installation History

e Show Fix (APAR) Installation Status

e List Fileset Requisites

e |ist Fileset Dependents

e List Files Included in a Fileset

e List File Owner by Fileset

Display system environmental sensors

This service aid displays the environmental sensor information for the system. The information displayed is
the sensor name, physical location code, literal value of the sensor status, and the literal value of the sensor
reading.

The sensor status can be any one of the following:

e Normal - The sensor reading is within the normal operating range.

e Critical high - The sensor reading indicates a serious problem with the device. Run diagnostics on
sysplanar0 to determine what repair action is needed.

e Critical low - The sensor reading indicates a serious problem with the device. Run diagnostics on
sysplanar0 to determine what repair action is needed.

e Warning high - The sensor reading indicates a problem with the device. This could become a critical
problem if action is not taken. Run diagnostics on sysplanar0 to determine what repair action is
needed.

e Warning low - The sensor reading indicates a problem with the device. This could become a critical
problem if action is not taken. Run diagnostics on sysplanar0 to determine what repair action is
needed.

e Hardware error - The sensor could not be read because of a hardware error. Run diagnostics on
sysplanar0 in problem-determination mode to determine what repair action is needed.

e Hardware busy - The system has repeatedly returned a busy indication, and a reading is not
available. Try the service aid again. If the problem continues, run diagnostics on sysplanar0 in
problem-determination mode to determine what repair action is needed.

This service aid can also be run as a command. You can use the command to list the sensors and their
values in a text format, list the sensors and their values in numerical format, or a specific sensor can be
queried to return either the sensor status or sensor value.

Run the command by entering one of the following: /usr/lpp/diagnostics/bin/uesensor -1 | -a
/usr/lpp/diagnostics/bin/uesensor -t foken -i index —-v

Flag
Description
-l
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List the sensors and their values in a text format.

List the sensors and their values in a numerical format. For each sensor, the numerical values are
displayed as: token index status measured value location code
-t token
Specifies the sensor token to query.
-i index
Specifies the sensor index to query.
-v
Indicates to return the sensor measured value. The sensor status is returned by default.

Examples
The following are examples from this command:
1. Display a list of the environmental sensors: /usr/lpp/diagnostics/bin/uesensor -1

Sensor = Fan Speed
Status = Normal
Value = 2436 RPM
Location Code = F1
Sensor = Power Supply
Status = Normal
Value = Present and operational
Location Code = V1
Sensor = Power Supply
Status = Critical low
Value = Present and not operational
Location Code = V2
2. Display a list of the environmental sensors in a numerical list:
/usr/lpp/diagnostics/bin/uesensor -a

301187 P1
9001 0 11 2345 F1
90040112 V1
9004192V2
3. Return the status of sensor 9004, index 1: /usr/lpp/diagnostics/bin/uesensor -t 9004
-i1

9

4. Return the value of sensor 9004, index 1: /usr/lpp/diagnostics/bin/uesensor -t 9004 -i

1 -v

2

Display test patterns
This service aid provides a means of adjusting system display units by providing test patterns that can be

displayed. The user works through a series of menus to select the display type and test pattern. After the
selections are made, the test pattern displays.

Display USB devices
The following are the main functions of this service aid:

e Display a list of USB controllers on an adapter.
¢ Display a list of USB devices that are connected to the selected controller.
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To run the USB devices service aid, go to the diagnostics "TASKS SELECTION" menu, select "Display USB
Devices". From the controller list that displayed on the screen, select one of the items that begins with
"OHCDX", where "X" is a number. A list of devices attached to the controller displays.

Download microcode for systems using AIX 5.2.0.30 and later

Note: In AIX diagnostics versions 5.2.0.75, 5.3.0.30, and later, "Download microcode for systems using AlX
5.2.0.30 and later" is a subtask that can be accessed after selecting "Microcode Tasks".

This service aid provides a way to copy microcode to an adapter or device. The service aid presents a list of
adapters and devices that use microcode. After the adapter or device is selected, the service aid provides
menus to guide you in checking the current level and installing the needed microcode.

This task can be run directly from the AIX command line. Most adapters and devices use a common syntax as
identified in the "Microcode Installation to Adapters and Devices" section. Information for adapters and
devices that do not use the common syntax can be found following this section.

Microcode installation to adapters and devices

For many adapters and devices, microcode installation occurs and becomes effective while the adapters and
devices are in use. It is recommended that a current backup be available and the installation be scheduled
during a non-peak production period.

Notes:

1. If the source is /etc/microcode, the image must be stored in the /etc/microcode directory on the
system. If the system is booted from a NIM server, the image must be stored in the ustr/lib/microcode
directory of the SPOT the client is booted from.

2. If the source is CD (cdX), the CD must be in ISO 9660 format. There are no restrictions as to what
directory in which to store the image.

3. If the source is diskette (fdX), the diskette must be in backup format and the image stored in the
/etc/microcode directory.

The following is the common syntax command:diag -c -d <device> -T "download -s
{/etc/microcode|<source>} -1 {latest|previous} —-f"

Flag
Description
-C
No console mode. Run without user interaction.
-d <device>
Run the task on the device or adapter specified.
-T download
Install microcode.
-s /etc/microcode
Microcode image is in /etc/microcode. This is the default.
-S <source>
Microcode image is on specified source. For example, fd0, cdO0.
-l latest
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Install latest level of microcode. This is the default.
-l previous
Install previous level of microcode.
-f
Install microcode even if the current level is not on the source.

Microcode installation to a SES device

Notes:

1. If the source is /etc/microcode, the image must be stored in the /etc/microcode directory on the
system. If the system is booted from a NIM server, the image must be stored in the ustr/lib/microcode
directory of the SPOT the client is booted from.

2. If the source is CD (cdX), the CD must be in ISO 9660 format. There are no restrictions as to what
directory to store the image.

3. If the source is diskette (fdX), the diskette must be in backup format and the image stored in the
/etc/microcode directory.

The following is the common syntax command:diag -c -d <device> -T "download -s
{/etc/microcode|<source>}"

Flag

Description
-C

No console mode. Run without user interaction.
-d <device>

Run the task on the device or adapter specified.
-T download

Install microcode.
-s /etc/microcode

Microcode image is in /etc/microcode.
-S <source>

Microcode image is on specified source. For example, fd0, cdO0.

Microcode installation to PCI SCSI RAID adapters
PCI SCSI RAID adapters that support this type of installation are:

e Type 4-H, PCI SCSI-2 Fast/Wide RAID Adapter (Feature Code 2493)
e Type 4-T, PCI 3-Channel Ultra2 SCSI RAID Adapter (Feature Code 2494)
¢ Type 4-X, PCl 4-Channel Ultra3 SCSI RAID Adapter (Feature Code 2498)

Notes:

1. If the image is on the hard drive, it must be stored in the /etc/microcode directory on the system. If the
system is booted from a NIM server, the image must be stored in the ust/lib/microcode directory of the
SPOT the client is booted from.

2. If the image is on a diskette, the diskette must be in backup format and the image stored in the
/etc/microcode directory.
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syntax: diag -c¢ -d <RAIDadapterName> -T "download -B-D-P"

Flag
Description
-C
No console mode. Run without user interaction.
-d <RAIDadapterName>
Run the task on the RAID adapter specified.
-T download
Install microcode.

-B

Install boot block microcode. Default is functional microcode.
-D

Microcode image is on diskette. Default is /etc/microcode.
-P

Install the previous level of microcode. Default is latest level.

Microcode installation to disk drive attached to PCI SCSI RAID adapters

Microcode for a disk drive attached to a PCl SCSI RAID adapter is installed through the adapter to the drive.
PCI SCSI RAID adapters that support this type of installation are:

¢ Type 4-H, PCI SCSI-2 Fast/Wide RAID Adapter (Feature Code 2493)
e Type 4-T, PCI 3-Channel Ultra2 SCSI RAID Adapter (Feature Code 2494)
e Type 4-X, PCI 4-Channel Ultra3 SCSI RAID Adapter (Feature Code 2498)

Notes:

1. If the image is on the hard drive, it must be stored in the /etc/microcode directory on the system. If the
system is booted from a NIM server, the image must be stored in the ust/lib/microcode directory of the
SPOT the client is booted from.

2. If the image is on a diskette, the diskette must be in backup format and the image stored in the
/etc/microcode directory.

syntax:diag -c -d <RAIDadapterName> -T "download {-1 <chID> | -A} -D-P"
Flag

Description
-C

No console mode. Run without user interaction.
-d <RAIDadapterName>

Name of the RAID adapter the disk is attached to.
-T download

Install microcode.

Physical disk channel/ID of RAID disk drive (example: 27).

-A

All disk drives attached to specified RAID adapter.
-D

Microcode image is on diskette. Default is /etc/microcode.
-P

Install the previous level of microcode. Default is latest level.
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Fault indicators

This task is only available through a command line interface. It is not available from the diagnostic menu nor
from ESCALA PL Series standalone diagnostics.

The fault indicators are used to identify a fault with the system. These indicators may be set automatically by
hardware, firmware, or diagnostics when a fault is detected in the system.

The System Attention Indicator is turned off when a Log Repair Action is performed. All other Fault Indicators
are turned off when the failing unit is repaired or replaced. After a serviceable event is complete, do a System
Verification to verify the fix. Also, do a Log Repair Action if the test on the resource was good, and that
resource had an entry in the error log.

For additional information concerning the use of these indicators, refer to the system guide.

Note: The AIX command does not allow you to set the fault indicators to the fault state.

Use the following command syntax:

/usr/lpp/diagnostics/bin/usysfault -s normal -1 location code | -d device name
/usr/lpp/diagnostics/bin/usysfault -t

Flag Description
-s normal Sets the fault indicator to the normal state.
-l location code |dentifies the resource by physical location code.
-d device name ldentifies the resource by device name.
-t Displays a list of all supported fault indicators by physical location codes.

When the command is used without the -s flag, the current state of the indicator is displayed as normal or
fault.

When the command is used without the -I or -d flag, the System Attention Indicator is used.

Use the -l or -d flags only in systems that have more than one fault indicator.

Note: See also the Identify and system attention indicators.

Fibre channel RAID service aids
The fibre channel RAID service aids contain the following functions:

Certify LUN
This selection reads and checks each block of data in the logical unit number (LUN). If excessive
errors are encountered, the user is notified.
You can run this task from the AIX command line. Use the following fast-path command:

diag -T "certify"
Certify spare physical disk
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This selection allows the user to certify (check integrity of the data) drives that are designated as
spares.

You can run this task from the AIX command line. Use the following fast-path command:

diag -T "certify"
Format physical disk
This selection is used to format a selected disk drive.

You can run this task from the AIX command line. Use the following fast-path command:

diag -T "format"

Array controller microcode download
This selection allows the microcode on the fibre channel RAID controller to be updated when
required.

You can run this task from the AIX command line. Use the following fast-path command:
diag -T "download"
Physical disk microcode download
This selection is used to update the microcode on any of the disk drives in the array.
You can run this task from the AIX command line. Use the following fast-path command:
diag -T "download"
Update EEPROM
This selection is used to update the contents of the electronically erasable programmable read-only
memory (EEPROM) on a selected controller.

Replace controller
Use this selection when it is necessary to replace a controller in the array.

Flash SK-NET FDDI firmware

This task allows the flash firmware on the SysKonnect SK-NET FDDI adapter to be updated.

Format media

This task allows the selection of diskettes, hardfiles, or optical media to be formatted. Each selection is
described below.

Hardfile attached to SCSI adapter (non-RAID)
¢ Hardfile Format

Writes all of the disk. The pattern written on the disk is device-dependent; for example some drives
may write all 0s, while some may write the hexadecimal number 5F. No bad block reassignment
occurs

¢ Hardfile Format and Certify

Performs the same function as hardfile format. After the format is completed, Certify is run. Certify

then reassigns all bad blocks encountered.
¢ Hardfile Erase Disk
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This option can be used to overwrite (remove) all data currently stored in user-accessible blocks of
the disk. The derase disk option writes one or more patterns to the disk. An additional option allows
data in a selectable block to be read and displayed on the system console.

To use the erase disk option, specify the number (0-3) of patterns to be written. The patterns are
written serially; that is, the first pattern is written to all blocks. The next pattern is written to all blocks,
overlaying the previous pattern. A random pattern is written by selecting the Write Random Pattern?
option.

Note: The erase disk service aid has not been certified as meeting the Department of Defense or any
other organization's security guidelines.

To overwrite the data on the drive, use the following steps :

1. Select Erase Disk.

2. Do a format without certify.

3. Select Erase Disk to run it a second time.
For a newly installed drive, you can ensure that all blocks on the drive are overwritten with your
pattern by using the following procedure:

1. Format the drive.
2. Check the defect MAP by running the erase disk option.

Note: If you use the format and certify option, there may be some blocks which get placed
into the grown defect MAP.

3. If there are bad blocks in the defect MAP, record the information presented and ensure that
this information is kept with the drive. This data is used later when the drive is to be
overwritten.

4. Use the drive as you would normally.

5. When the drive is no longer needed and is to be erased, run the same version of the erase
disk option which was used in step 2.

Note: Using the same version of the service aid is only critical if any bad blocks were found in
step 3.

6. Compare the bad blocks which were recorded for the drive in step 3 with those that now
appear in the grown defect MAP.

Note: If there are differences between the saved data and the newly obtained data, all
sectors on this drive cannot be overwritten. The new bad blocks are not overwritten.

7. If the bad block list is the same, continue running the service aid to overwrite the disk with the
chosen pattern(s).
This task can be run directly from the AIX command line. The command syntax is: diag -c -d

deviceName -T "format -s* fmtcert | erase -a {read | write} -P {comma separated
list of patterns} -F*

Note: The following flags are not available for pdisk devices.
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Flag
Description
fmtcert
Formats and certifies the disk.
erase
Overwrites the data on the disk.
Available in no-console mode only.
-F
Forces the disk erasure even if all blocks cannot be erased because of errors accessing the grown
defect map.
-P

Comma separated list of hexadecimal patterns to be written to the drive serially. Up to eight patterns
can be specified using a single command. The patterns must be 1, 2, or 4 bytes long without a
leading 0x or 0X. Example using five patterns: -P ff, a5c0, 00, fdb97531, 02468ace

Note: If no patterns are specified for the erase disk option in command line mode, then the default pattern of
00 is used.

Hardfile attached to PCI SCSI RAID adapter

This function formats the physical disks attached to a PCI SCSI RAID adapter. This task can be run directly
from the AIX command line. The command line syntax is: diag -c -d RAIDadapterName -T "format
{-lchld| -n "

Flag
Description
-l
Physical disk channel/ID (An example of a physical disk channel/ID is 27, where the channel is 2 and
the IDis 7.)
-A
All disks

Optical media
Use the following functions to check and verify optical media:
¢ Optical Media Initialize
Formats the media without certifying. This function does not reassign the defective blocks or erase

the data on the media. This option provides a quick way of formatting the media and cleaning the
disk.

Note: It takes approximately one minute to format the media.
e Optical Media Format and Certify

Formats and certifies the media. This function reassigns the defective blocks and erases all data on
the media.
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This task can be run directly from the AIX command line. The command line syntax is: diag -c -d
deviceName -T "format -s {initialize | fmtcert} "

Option

Description
initialize

Formats media without certifying
fmtcert

Formats and certifies the media

DVD-RAM media
e |nitialize
Formats the media without certifying. This function does not reassign the defective blocks or erase
the data on the media. This format type can only be used with previously formatted media.
¢ Format and Certify

Formats and certifies the media. This function reassigns the defective blocks and erases the data on
the media by writing an initialization pattern to the entire media.

This task can be run directly from the AIX command line. The command line syntax is:diag -c -d
deviceName -T"format -s{initialize|fmtcert}"”

Flag

Description
-C

No console mode
-d

Used to specify a device
-s initialize

Initialize the media (quick format). This is the default.
-s fmtcert

Formats and certifies the media.
-T

Used to specify the format task

Diskette format

This selection formats a diskette by writing patterns to it.

Gather system information

This service aid uses the AIX snap command to collect configuration information on networks, file systems,
security, the kernel, the ODM, and other system components. You can also collect SSA adapter and disk
drive configuration data, or AIX trace information for software debugging.

The output of the SNAP service aid can be used by field service personnel, or it can be put on removable
media and transferred to remote locations for more extensive analysis.

To use the SNAP task, select Gather system information from the task list. You can select which components
you want to collect information for, and where to store the data (hard disk or removable media).

System unit problem determination 369



Service provider information

Generic microcode download

Note: In AIX diagnostics versions 5.2.0.75, 5.3.0.30, and later, "Generic microcode download" is a subtask
that can be accessed after selecting "Microcode Tasks".

The generic microcode download service aid provides a means of executing a genucode script from a diskette
or tape. The purpose of this generic script is to load microcode to a supported resource.

The genucode program should be downloaded onto diskette or tape in tar format while the microcode image
itself goes onto another one in restore format. Running the generic microcode download task will search for
the genucode script on diskette or tape and execute it. It will ask for a Genucode media to be inserted into the
drive. The service aid moves the genucode script file to the /tmp directory and runs the program that
downloads the microcode to the adapter or device.

This service aid is supported in both concurrent and standalone modes from disk, LAN, or loadable media.

Hot plug task

Attention: The Linux operating system does not support some hot pluggable procedures. Also, Linux does
not support hot plugging any hot pluggable PCIl adapters or devices. A system with Linux installed on one or
more partitions must be shut down and powered off before replacing any PCI adapter or device assigned to a
Linux partition. Follow the non-hot pluggable adapter or device procedures when replacing a PCIl adapter or
device in any partition with Linux installed.

The hot plug task provides software function for those devices that support hot plug or hot plug capability. This
includes PCI adapters, SCSI devices, and some RAID devices. This task was previously known as "SCSI
Device Identification and Removal" or "ldentify and Remove Resource."

The hot plug task has a restriction when running in standalone or online service mode; new devices cannot be
added to the system unless there is already a device with the same FRU part number installed in the system.
This restriction is in place because the device software package for the new device cannot be installed in
standalone or online service mode.

Depending on the environment and the software packages installed, selecting this task displays the following
subtasks:

e PCI hot plug manager
e SCSI hot plug manager
e RAID hot plug devices
To run the hot plug task directly from the command line, type the following: diag -T"identifyRemove"

If you are running the diagnostics in online concurrent mode, run the missing options resolution procedure
immediately after removing any device.

If the missing options resolution procedure runs with no menus or prompts, device configuration is complete.

Select the device that has an uppercase M in front of it in the resource list so that missing options processing
can be done on that resource.
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PCI hot plug manager

Attention: The Linux operating system does not support some hot pluggable procedures. Also, Linux does
not support hot plugging any hot pluggable PCIl adapters or devices. A system with Linux installed on one or
more partitions must be shut down and powered off before replacing any PCI adapter or device assigned to a
Linux partition. Please follow the non-hot pluggable adapter or device procedures when replacing a PCI
adapter or device in any partition with Linux installed.

The PCI hot plug manager task is a SMIT menu that allows you to identify, add, remove, or replace PCI
adapters that are hot pluggable. The following functions are available under this task:

e List PCI hot plug slots

¢ Add a PCI hot plug adapter

* Replace/remove a PCI hot plug adapter
¢ [dentify a PCI hot plug slot

e Unconfigure devices

e Configure devices

¢ Install/configure devices added after IPL

The list PCI hot plug slots function lists all PCI hot plug slots. Empty slots and populated slots are listed.
Populated slot information includes the connected logical device. The slot name consists of the physical
location code and the description of the physical characteristics for the slot.

The add a PCI hot plug adapter function is used to prepare a slot for the addition of a new adapter. The
function lists all the empty slots that support hot plug. When a slot is selected, the visual indicator for the slot
blinks at the identify rate. After the slot location is confirmed, the visual indicator for the specified PClI slot is
set to the action state. This means the power for the PCI slot is off and the new adapter can be plugged in.

The replace/remove a PCI hot plug adapter function is used to prepare a slot for adapter exchange. The
function lists all the PCI slots that support hot plug and are occupied. The list includes the slot's physical
location code and the device name of the resource installed in the slot. The adapter must be in the defined
state before it can be prepared for hot plug removal. When a slot is selected, the visual indicator for the slot is
set to the identify state. After the slot location is confirmed, the visual indicator for the specified PClI slot is set
to the action state. This means the power for the PCI slot is off, and the adapter can be removed or replaced.

The identify a PCI hot plug slot function is used to help identify the location of a PCI hot plug adapter. The
function lists all the PCI slots that are occupied or empty and support hot plug. When a slot is selected for
identification, the visual indicator for the slot is set to the identify state.

The unconfigure devices function attempts to put the selected device, in the PCI hot plug slot, into the defined
state. This action must be done before any attempted hot plug function. If the unconfigure function fails, it is
possible that the device is still in use by another application. In this case, the customer or system
administrator must be notified to quiesce the device.

The configure devices function allows a newly added adapter to be configured into the system for use. This
function should also be done when a new adapter is added to the system.

The install/configure devices added after IPL function attempts to install the necessary software packages for
any newly added devices. The software installation media or packages are required for this function.

Standalone diagnostics has restrictions on using the PCI hot plug manager. For example:

e Adapters that are replaced must be exactly the same FRU part number as the adapter being
replaced.

¢ New adapters cannot be added unless a device of the same FRU part number already exists in the
system, because the configuration information for the new adapter is not known after the standalone
diagnostics are booted.

¢ The following functions are not available from the standalone diagnostics and will not display in the
list:

+ Add a PCI hot plug adapter
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+ Configure devices
+ Install/configure devices added after IPL

You can run this task directly from the command line by typing the following command: diag —d device
-T"identifyRemove"

However, note that some devices support both the PCI hot plug task and the RAID hot plug devices task. If
this is the case for the device specified, then the hot plug task displays instead of the PCI hot plug manager
menu.

More detailed information concerning the PCI hot plug manager can be found in the AIX Operating System
System Management Guide.

SCSI hot plug manager

This task was known as "SCSI Device Identification and Removal" or "Identify and Remove Resources" in
previous releases. This task allows the user to identify, add, remove, and replace a SCSI device in a system
unit that uses a SCSI Enclosure Services (SES) device. The following functions are available:

e List the SES Devices

e |dentify a Device Attached to an SES Device

e Attach a Device to an SES Device

¢ Replace/Remove a Device Attached to an SES Device
e Configure Added/Replaced Devices

The list the SES devices function lists all the SCSI hot plug slots and their contents. Status information about
each slot is also available. The status information available includes the slot number, device name, whether
the slot is populated and configured, and location.

The identify a device attached to an SES device function is used to help identify the location of a device
attached to an SES device. This function lists all the slots that support hot plug that are occupied or empty.
When a slot is selected for identification, the visual indicator for the slot is set to the Identify state.

The attach a device to an SES device function lists all empty hot plug slots that are available for the insertion
of a new device. After a slot is selected, the power is removed. If available, the visual indicator for the selected
slot is set to the remove state. After the device is added, the visual indicator for the selected slot is set to the
normal state, and power is restored.

The replace/remove a device attached to an SES device function lists all populated hot plug slots that are
available for removal or replacement of the devices. After a slot is selected, the device populating that slot is
unconfigured; then the power is removed from that slot. If the unconfigure operation fails, it is possible that the
device is in use by another application. In this case, the customer or system administrator must be notified to
quiesce the device. If the unconfigure operation is successful, the visual indicator for the selected slot is set to
the remove state. After the device is removed or replaced, the visual indicator, if available for the selected
slot, is set to the normal state, and power is restored.

Note: Before you remove the device, be sure that no other host is using it.

The configure added/replaced devices function runs the configuration manager on the parent adapters that
had child devices added or removed. This function ensures that the devices in the configuration database are
configured correctly.

Standalone diagnostics has restrictions on using the SCSI hot plug manager. For example:

¢ Devices being used as replacement devices must be exactly the same type of device as the device
being replaced.

* New devices may not be added unless a device of the same FRU part number already exists in the
system, because the configuration information for the new device is not known after the standalone

372 System unit problem determination



Service provider information

diagnostics are booted.

You can run this task directly from the command line. The command line syntax is:

diag -d device-T"identifyRemove"
OR
diag -c -d device -T"identifyRemove -a identify?remove"

Flag
Description
-a
Specifies the option under the task.
-C
Run the task without displaying menus. Only command line prompts are used. This flag is only
applicable when running an option such as identify or remove.
-d
Indicates the SCSI device.
-T

Specifies the task to run.

SCSI and SCSI RAID hot plug manager

This task was previously called "SCSI hot-swap manager", "SCSI device identification and removal" or
"identify and remove resources" in previous releases. This task allows the user to identify, add, remove, and
replace a SCSI device in a system unit that uses a SCSI hot plug enclosure device. This task also performs
these functions on a SCSI RAID device attached to a PCI-X RAID controller. The following functions are
available:

e List the SCSI hot plug enclosure devices

¢ [dentify a device attached to a SCSI hot plug enclosure device

e Attach a device to a SCSI hot plug enclosure device

* Replace/remove a device attached to an SCSI hot plug enclosure device
¢ Configure added/replaced devices

The list the SCSI hot plug enclosure devices function lists all the SCSI hot plug slots and their contents.
Status information about each slot is also available. The status information available includes the slot number,
device name, whether the slot is populated and configured, and location.

The identify a device attached to an SCSI hot plug enclosure device function is used to help identify the
location of a device attached to a SCSI hot plug enclosure device. This function lists all the slots that support
hot plug that are occupied or empty. When a slot is selected for identification, the visual indicator for the slot is
set to the identify state. The attach a device to a SCSI hot plug enclosure device function lists all empty hot
plug slots that are available for the insertion of a new device. After a slot is selected, the power is removed. If
available, the visual indicator for the selected slot is set to the remove state. After the device is added, the
visual indicator for the selected slot is set to the normal state, and power is restored.

The replace/remove a device attached to an SCSI hot plug enclosure device function lists all populated hot
plug slots that are available for removal or replacement of the devices. After a slot is selected, the device
populating that slot is unconfigured, the power is removed from that slot. If the unconfigure operation fails, it is
possible that the device is in use by another application. In this case, the customer or system administrator
must be notified to quiesce the device. If the unconfigure operation is successful, the visual indicator for the
selected slot is set to the remove state. After the device is removed or replaced, the visual indicator, if
available for the selected slot, is set to the normal state, and power is restored.

Note: Before you remove the device, be sure that no other host is using it.

The configure added/replaced devices function runs the configuration manager on the parent adapters that
had child devices added or removed. This function ensures that the devices in the configuration database are

System unit problem determination 373



Service provider information
configured correctly.
Standalone diagnostics has restrictions on using the SCSI hot plug manager. For example:
¢ Devices being used as replacement devices must be exactly the same type of device as the device
being replaced
¢ New devices may not be added unless a device of the same FRU part number already exists in the
system, because the configuration information for the new device is not known after the standalone
diagnostics are booted.
You can run this task directly from the command line. The command syntax is:
diag -d device -T"identifyRemove

OR

diag -d device -T"identifyRemove -a identify|remove

Flags
Description
-a
Specifies the option under the task.
-d
Indicates the SCSI device.
-T

Specifies the task to run.

RAID hot plug devices

This task allows the user to identify or remove a RAID device in a system unit that uses a SCSI Enclosure
Services (SES) device. The following subtasks are available:

e Normal
e |[dentify
* Remove

The normal subtask is used to return a RAID hot plug device to its normal state. This subtask is used after a
device has been identified or replaced. This subtask lists all channel/IDs of the RAID and the status of the
devices that are connected. A device in its normal state has power and the check light is off.

The identify subtask is used to identify the physical location of a device or an empty position in the RAID
enclosure. This subtask lists all channel/IDs of the RAID and the status of the devices that are connected to
the RAID enclosure. If a device is attached to the selected channel/ID, the check light on the device will begin
to flash. If the channel/ID does not have a device attached, the light associated with the empty position on the
enclosure will begin to flash.

The remove subtask is used to put the RAID hot plug device in a state where it can be removed or replaced.
This subtask lists all channel/IDs of the RAID adapter that have devices that can be removed. Only devices
with a status of Failed, Spare, Warning, of Non Existent can be removed. A device's status can be
changed with the AIX smitty pdam command. After a device is selected for removal, the check light on the
device will begin to flash, indicating that you may physically remove that device.

Standalone diagnostics has restrictions on using the RAID hot plug manager:
¢ Devices being used as replacement devices must be exactly the same type of device as the device
being replaced.
* New devices may not be added unless a device of the same FRU part number already exists in the
system because the configuration information for the new device is not known after the standalone
diagnostics are booted.

You can run this task directly from the command line. The command line syntax is:
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diag -c¢ —-d <device name> -T "identifyRemove -1 <ChId> -s {identify|remove|normal}

Flags
Description
-C
Run the task without displaying menus. Only command line prompts are used.
-d
Raid adapter device name (for example, scraido0).
-S
Subtask to execute such as identify, remove, or normal.
-l
CHId is the channel number of the RAID adapter and SCSI ID number of the position in the enclosure
concatenated together (for example, 27 for channel 2, device 7).
-T

Task to run.

Identify indicators

See the Component and attention LEDs for a description of the identify indicators task.

Identify and system attention indicators

This task is used to display or set the identify indicators and the single system attention indicator on the
systems that support this function.

Some systems may support only the Identify indicators or only the attention indicator. The identify indicators
are used to help physically identify the system/enclosure/FRU in a large equipment room. The attention
indicator is used to alert a user