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Moving to the SDMC

Transition is a new feature available to move systems from the HMC or IVM environment to the SDMC

environment. This feature helps you to bring in one or more systems that are currently being managed by
HMC or IVM to being managed by SDMC.

SDMC supports the following two types of transition:
* IVM to SDMC
* HMC to SDMC

You can use either the command line interface or the graphical user interface to perform an interactive
transition or an offline transition. Use interactive transition when your HMC is running and offline
transition when your HMC is shutdown. During transition, SDMC discovers the managed systems and
you have to request access to each managed system by supplying the password. Transition is complete
only after successful authentication to the managed system. The state of the managed system changes to
Available and you can start managing your system and its virtual servers which gets reconstructed
automatically.

The SDMC transition process does not remove the managed systems connection from the HMC. The
managed systems stay connected to the HMC even after transition. You have to ensure that the maximum
connections to the managed systems are not exhausted and there is a free connection available that
SDMC can use during request access.

Upgrading from HMC to SDMC

Use this procedure to upgrade the Hardware Management Console (HMC) to the IBM® Systems Director
Management Console (SDMC). You should be able to complete the upgrade in less than two hours.

Prerequisites:

1. One hard disk drive (HDD)

2. Two dual inline memory modules (DIMM:s)

3. Three SDMC code DVDs (The MES kit includes these DVDs)

4. Optional: DVD-R DVDs for backing up profile data on the existing HMC.

Note:
You can also back up the profile data to a file server that is accessible to the HMC or on a Universal
Serial Bus (USB).

1. Back up the profile data on the existing HMC.
a. Select the managed system from the Contents area.
b. From the menu, select Configuration > Manage Partition Data > Backup.
c. Type the name you want to use for the backup file.
d. Click OK. Ensure that you save the backup data on an external drive.
2. Install the Dual Inline Memory Module (DIMM).
a. Turn off the HMC and peripheral devices.

Note: You can leave all the managed servers on.
b. Slide the HMC into the service position.
c. Disconnect the power cables.

© Copyright IBM Corp. 2011 1



Note: You can leave all other cables attached.
d. Remove the service cover.
e. Remove the memory air duct.

f. Install DIMMs into connectors 2 and 9. (For more information, refer to the system service label
located inside of the top service cover).

Note: DIMM connectors 3 and 6 already have the DIMMs installed.
1) Open the retaining clips on each end of DIMM connectors 2 and 9.

Retaining
clip

&

Figure 1. Installing the DIMM

2) Touch the static-protective package that contains the DIMM and touch any unpainted metal
surface. Remove the DIMM from the package.

3) Hold the DIMM and align the DIMM keys correctly with the connector.

4) Insert the DIMM into the connector by aligning the edges of the DIMM with the slots at the
ends of the DIMM connector.

5) Firmly press the DIMM straight down into the connector by applying pressure on both ends of
the DIMM simultaneously.

The retaining clips snap into the locked position when the DIMM is firmly seated in the
connector. If there is a gap between the DIMM and the retaining clips, the DIMM has not been
correctly inserted. Open the retaining clips, remove the DIMM, and then reinsert it.

6) Repeat steps 1) through 5) to install the second DIMM.
g. Replace the memory air duct.
h. Replace the service cover.
i. Reconnect the power cables.
j. Slide the HMC back into the rack.
3. Install the hard disk drive (HDD) as follows:

2.5inch
simple-swap
hard disk drive N

Release latch
Drive handle
Filler panel
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Figure 2. Installing the HDD

a.

Remove the bay filler from bay 1.

Note: An HDD is already installed in bay 0.

Touch the static-protective package that contains the HDD and touch any unpainted metal surface.
Hold the HDD by the side edges and remove the HDD from the package.

Hold the HDD by its side and press the terracotta release button to release the drive handle.

. Align the HDD with bay 1 and gently push the drive assembly into the bay until the drive stops.

e. Close the handle on the HDD assembly to seat the drive until the handle is retained back into the

release button.

Perform the following steps to configure RAID 0 for the Systems Director Management Console

(SDMC):

oo op

Power on the SDMC appliance.

After the selection window is shown during the restart operation, press F1 to go to Setup.
Select System Settings.

Select Adapters and UEFI Drivers.

Note: If the Compile the List of Drivers menu is shown, press Enter.
Select LSI Logic Fusion Adapter in the LSI Logic MPT Setup Utility menu.
Select Create IS Volume.

Note: This step lists the two HDDs that are installed in the SDMC appliance. Check for the HDD
listings and ensure that the two HDDs are correctly installed.

. Use the arrow keys to move to the RAID DISK column and press the space bar to toggle the

value to Yes, for each HDD listed. Set the RAID DISK column value to Yes.

. Press C to create the RAID array.

From the Create and Save New Array menu, Select Save Changes.
Exit the menu and press Enter.

Press Esc to exit LSI MPT setup utility.

Press Esc to exit the previous menu.

m. Select Exit the Configuration Utility and Restart.

n.
0.

p.

Enter Yes, when a prompt displays the message The action required is stop controller.
Press Esc three times to exit setup.

Press Y to exit setup completely.

5. Install the SDMC from the DVD media:

- 0 o0 0 T o

g.

. Power on the SDMC appliance, and insert the first DVD disk into the DVD device.
. At the prompt, Select Install SDMC.

After the system shutdown, power on the system and remove the first DVD.

. Insert the second and remaining DVDs, and press Enter when prompted.

. The system restarted and a wizard displays and prompts for locale information.

When system displays the License panels and Configuration wizard, follow the wizard to
configure SDMC.

The SDMC appliance restarts, once the configuration is complete. You can access SDMC either
locally by using the window manager or remotely by using a browser.

6. Download and install the updates for SDMC. For more information, see [Updating the SDMC]
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Moving from IVM to SDMC

The following information describes how you can transition a managed system from an IVM to an
SDMC.

You have to perform the transition process manually for IVM to SDMC transition. You cannot use the
transition wizard to transition managed systems from IVM to SDMC. The managed system has to be in
an IVM Managed state. Once the transition is complete, you will not be able to use the IVM user
interface as the Virtual Management Channel (VMC) is deactivated. The VMC is the device which exists
on the VIOS to enable a direct Hypervisor configuration. This device is activated only when the VIOS
detects that the environment has to be managed by IVM.

Note: When you transition managed systems from IVM to SDMC, only the following information are
transitioned:

* Managed system information.

* Virtual server information is reconstructed from the managed system post successful request access to
the managed system.

This transition will perform the following operations internally:
* Fetch the virtual server configuration information from the hypervisor.
e Update the SDMC with the managed system information restored from the hypervisor.

¢ The virtual slots range from 2 to 10 is reserved in SDMC. The IVM does not have such restrictions and
it is possible that you were using some virtual slots in the reserved range in the IVM environment. The
transition process looks for such virtual slots and dynamically adjusts the virtual slots range to a new
available range within the maximum slots value specified.

Note: If the automatic re-adjustment of reserved virtual slot range is unsuccessful, then you have to
shutdown and activate the VIOS again to use the advanced PowerVM features. The shutdown and
reboot will be needed only when you want to use the advanced PowerVM features. But the virtual
servers will continue to run normally even without the shutdown and reboot.

* Create default profiles based on virtual server current configuration read from PHYP as IVM does not
support profiles.

1. Discover the managed system in SDMC using the System Discovery page.

2. Request access to the managed system. The Request access task fails and the Operating State of your
managed system changes to Waiting for Input and the Detailed State is Pending Authentication -
Password updates required .

3. Update the ASM general and ASM admin passwords for the managed system using the Update
Password task. The Access state of the system changes to OK and additional tasks are now available
on the context menu of managing the system. The virtual servers hosted by the system get
reconstructed and are listed on the Welcome page.

By default all success and failure messages are listed in the Event Log page. The Event Log page is
available under System Status and Health category in the navigation area. Check the Event Log page for
the success or failure of the transition process. When the transition completes successfully, the following
message is posted on the Event Log.

When the IVM to SDMC transition completes successfully, you will see the appropriate Alert and the
Resolution messages displayed in the Status Manager. The Health and Summary link under the System
Status and Health category shows the messages in the Status Manager. An Alert message (error) is
displayed first, followed by a Resolution event. The Alert event is removed when the Resolution event is
logged in the Status Manager. The following table shows the Alert and Resolution events related to IVM
to SDMC transition.
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Table 1. Status Manager Alert (error) and Resolution messages

Alert Resolution

VIOS Slot Range Adjustment Failed (Error) The VIOS Slot adjustment did not complete successfully.
You have to reactivate the VIOS virtual server before
attempting LPM or AMS operations.

VIOS Reactivated & Slot Adjustment Completed The VIOS Slot Adjustment completed successfully.
Successfully. (Resolution)

Moving from HMC to SDMC

The following information describes several procedures on how to transition a managed system from an
HMC to an SDMC from the GUI and command line using interactive or offline mode.

* Ensure that the HMC you are transitioning is version 7.1 or later.

* For interactive environment transition, ensure that you know the correct username, password, and the
IP address/host name of the HMC.

* For interactive environment transition, ensure that you have the SSH access to the HMC.
* For offline environment transition, ensure that you export the HMC data before running the wizard.

The following data will be transitioned:
* List of managed systems along with their information such as MTMS name, IP address.

¢ Virtual server and profile information are not lost during transition and are reconstructed from the
managed system after transition.

The following data will not be transitioned:
* Dump data, system and error logs stored on the HMC.
* Custom users and roles created on the HMC.

Note: The information in the following procedures only applies when the managed systems are in a
public network and SDMC is not the Dynamic Host Configuration Protocol (DHCP) server. If your
managed systems are in a private network, refer to the following information Transition in a private
network .

Moving from HMC to SDMC using the graphical user interface

You can transition a managed system from HMC to SDMC interactively or non-interactively using the
graphical user interface.

Moving from HMC to SDMC interactively using the graphical user interface.
SDMC provides you a wizard for interactive transition.

* Ensure that the HMC you are transitioning is version 7.1 or later.

* For interactive environment transition, ensure that you know the correct username, password, and the
IP address/host name of the HMC.

* For interactive environment transition, ensure that you have the SSH access to the HMC.

* For offline environment transition, ensure that you export the HMC data before running the wizard.

The following data will be transitioned:
¢ List of managed systems along with their information such as MTMS name, IP address.

* Virtual server and profile information are not lost during transition and are reconstructed from the
managed system after transition.

The following data will not be transitioned:
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* Dump data, system and error logs stored on the HMC.
* Custom users and roles created on the HMC.

Note: The information in the following procedures only applies when the managed systems are in a
public network and SDMC is not the Dynamic Host Configuration Protocol (DHCP) server. If your
managed systems are in a private network, refer to the following information Transition in a private
network .

Using the wizard, you can connect to a live HMC and stream in the configuration data directly from it.

1. Launch the Transition wizard from the Common Tasks pull-down in the SDMC welcome page as
shown: (insert image here)

2. Click Next on the Welcome page of the transition wizard.

3. Select the option Connect to the HMC to interactively transition to SDMC. Enter the user name,
password and the IP Address or host name of the HMC and click Next.

4. You should now see a list of managed systems that are available in the HMC that can be transitioned
to your SDMC. Select the managed systems that you want to transition and click Next. If the SDMC is
already managing some managed systems that are being managed by the HMC currently, those
managed systems will not be listed for transition.

5. You should now see the summary page of the transition wizard. It shows you the IP Address or the
host name of the HMC and the managed systems that you have selected for transition. Click Finish to
complete the transition.

6. You can see the transitioned managed systems in the Welcome page in the No Access state. Request
access to the managed system. The user ID field in the Request Access page will be pre-populated
and disabled. You only need to enter the password.

After successful authentication, the Access state of the managed system changes to OK. The tasks for
managing the system are now available on the context menu of the system. And the virtual servers
hosted by the managed system gets retrieved automatically and can be seen in the Welcome page or the
Navigate Resources page.

Moving from HMC to SDMC non-interactively using the graphical user interface.
The following information describes how you can transition a managed system from an HMC to an
SDMC in offline mode using the GUIL

* Ensure that the HMC you are transitioning is version 7.1 or later.

* For interactive environment transition, ensure that you know the correct username, password, and the
IP address/host name of the HMC.

* For interactive environment transition, ensure that you have the SSH access to the HMC.

* For offline environment transition, ensure that you export the HMC data before running the wizard.

The following data will be transitioned:
 List of managed systems along with their information such as MTMS name, IP address.

* Virtual server and profile information are not lost during transition and are reconstructed from the
managed system after transition.

The following data will not be transitioned:
* Dump data, system and error logs stored on the HMC.
* Custom users and roles created on the HMC.

Note: The information in the following procedures only applies when the managed systems are in a
public network and SDMC is not the Dynamic Host Configuration Protocol (DHCP) server. If your
managed systems are in a private network, refer to the following information Transition in a private
network .
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Perform the following procedure to transition a managed system from HMC to SDMC.
1. Execute the expdata command with the option given below on the HMC: expdata -f <file>
file The name of the file where the HMC configuration data is to be written on the HMC. If file is
not fully qualified, file will be written to the /dump/expdata directory on the HMC.

If the file already exists, this command will fail unless the --force option is specified. To export the
data to removable media, the media must be present in the removable media device and the device
must be mounted with the mount command before you issue this command.

All serviceable events must be closed before you can execute this command. If there are any open
serviceable events at the time of issuing this command, you will get a warning message and you have
to close all of them before executing the command again.

Note: The expdata command only exports HMC configuration information that is required for
transition. The exported data cannot be used as HMC backup data.

2. Launch the transition wizard. Note that the export is run on the HMC, and the wizard is launched on
the SDMC. The SDMC imports the data from the HMC export.

3. Click on Next to go to the Transition Method page in the wizard.
4. Select the option Use an exported data file in the Transition Method page.

5. Browse to select the exported configuration data file from step 1 as shown. You can also select a file
that is available on a connected system in the network. Click Next.

6. You should now see the summary page of the transition wizard. It shows you the IP Address or the
host name of the HMC and the managed systems that you have selected for transition. Click Finish to
complete the transition.

7. You can see the transitioned managed systems in the welcome page in the No Access state. Request
access to the managed system.The user ID field in the Request Access page will be pre-populated and
disabled. You only need to enter the password.

After successful authentication, you can start managing the system. The virtual servers hosted by the
managed system get retrieved automatically.

Moving from HMC to SDMC using the command line interface.

You can transition a managed system from HMC to SDMC either interactively or on-interactively using
the command line interface.

Moving from HMC to SDMC interactively using the command line interface.
The following information describes how you can transition a managed system from an HMC to an
SDMC using interactive mode from the command line interface.

* Ensure that the HMC you are transitioning is version 7.1 or later.

* For interactive environment transition, ensure that you know the correct username, password, and the
IP address/host name of the HMC.

* For interactive environment transition, ensure that you have the SSH access to the HMC.

* For offline environment transition, ensure that you export the HMC data before running the wizard.

The following data will be transitioned:
* List of managed systems along with their information such as MTMS name, IP address.

e Virtual server and profile information are not lost during transition and are reconstructed from the
managed system after transition.

The following data will not be transitioned:
* Dump data, system and error logs stored on the HMC.
* Custom users and roles created on the HMC.
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Note: The information in the following procedures only applies when the managed systems are in a
public network and SDMC is not the Dynamic Host Configuration Protocol (DHCP) server. If your
managed systems are in a private network, refer to the following information Transition in a private
network .

Perform the following steps to transition a managed system from HMC to SDMC.
1. Execute the impdata command with the options given below on the SDMC: smcli impdata -h
<system_name> -u <user>

system_name
host name or IP address of the remote HMC to import configuration data
user name of the remote HMC
2. Enter the name of the remote HMC user

3. Enter the password for the name of the remote HMC user when prompted. SDMC identifies the
managed systems to transition and discovers them.

4. The transitioned systems are in the No Access state. Request access to the managed systems using the
accesssys command.

After successful authentication, you can start managing the system with the tasks available on the context
menu of the system and the virtual servers hosted by the managed system get retrieved automatically.

Moving from HMC to SDMC non-interactively using the command line interface.
The following information describes how you can transition a managed system from an HMC to an
SDMC in offline mode using the command line interface.

* Ensure that the HMC you are transitioning is version 7.1 or later.

* For interactive environment transition, ensure that you know the correct username, password, and the
IP address/host name of the HMC.

¢ For interactive environment transition, ensure that you have the SSH access to the HMC.
* For offline environment transition, ensure that you export the HMC data before running the wizard.

The following data will be transitioned:
* List of managed systems along with their information such as MTMS name, IP address.

* Virtual server and profile information are not lost during transition and are reconstructed from the
managed system after transition.

The following data will not be transitioned:
* Dump data, system and error logs stored on the HMC.
* Custom users and roles created on the HMC.

Note: The information in the following procedures only applies when the managed systems are in a
public network and SDMC is not the Dynamic Host Configuration Protocol (DHCP) server. If your
managed systems are in a private network, refer to the following information Transition in a private
network .

Perform the following procedure to transition a managed system from HMC to SDMC.
1. Execute the expdata command with the option given below on the HMC: expdata -f <file>
2. Execute the impdata command with the options given below in the SDMC: smcli impdata -f file
file The name of the file containing the HMC configuration data imported from your HMC in
step 1.

This will carry out a discovery process of the managed systems that are eligible for transition from
your HMC. The managed systems gets discovered by the SDMC and will be in No Access state.
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3. Request access to the managed systems using the accesssys command: smcli accesssys <managed
system name>

4. Enter the user ID and password for the managed system when prompted.

After successful authentication, you can start managing the system. The virtual servers hosted by the
managed system get retrieved automatically.

Moving from HMC to SDMC in a private network

Describes how to perform transition of managed systems which are in the private network. In this
scenario, either the SDMC or the HMC can be the DHCP server. The steps for transitioning when the
SDMC is the DHCP server is different from the steps when the HMC is the DHCP server.

SDMC as the DHCP server

Follow the steps given below to perform a transition of managed systems in the private network with the
SDMC as the DHCP server:

1. Disconnect the HMC from the private network.
2. Connect the SDMC to the private network.

3. Configure the network interface of the SDMC with the correct DHCP range. The IP addresses of the
managed systems may change after renewal of the DHCP leases from the SDMC. SDMC then
auto-discovers the managed systems.

4. Request access to the managed systems.

After successful authentication, you can start managing the systems using the tasks available on the
context menu of the system. The virtual servers hosted by the managed system get retrieved
automatically.

HMC as the DHCP server - method 1

When the existing HMCs are currently the DHCP servers and SDMC will replace one HMC as the DHCP
server on the same DHCP range used by the HMC, you have two methods of transitioning systems.

he following steps perform a transition of managed systems using the first method:

1. Connect the SDMC to the HMC2 port of the managed system. Leave the other HMC connected to the
HMC1 port of the managed system. Now, the HMC is the DHCP server for the managed systems on
the network to which the HMC1 port is connected. The SDMC will be the DHCP server for those
systems on the network to which the HMC2 port is connected, replacing the other HMC that used to
perform this function.

2. Configure the network interface with the same DHCP range as the HMC that used to be attached to
the HMC2 of the managed system. The IP addresses of the managed systems may change after
renewal of the DHCP leases from the SDMC. SDMC then auto-discovers the managed systems.

3. Request access to the managed systems.

After successful authentication, you can start managing the systems using the tasks available on the
context menu of the system. The virtual servers hosted by the managed system get retrieved
automatically.

HMC as the DHCP server - method 2

The following are the steps to perform a transition of managed systems using the second method:

1. Connect the SDMC to the private network.

2. Configure the SDMC to be a DHCP client of the HMC.

3. Discover the HMC managed system using the IP address or the host name of the managed system.
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4. Request access to the managed system.

After successful authentication, you can start managing the systems using the tasks available on the
context menu of the system. The virtual servers hosted by the managed system get retrieved
automatically. Since the resulting environment will remain dependent on the HMC to be the DHCP
server and hinder complete transition to an SDMC-only setup, this should only be used as a temporary
solution.
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Notices

This information was developed for products and services offered in the U.S.A.

The manufacturer may not offer the products, services, or features discussed in this document in other
countries. Consult the manufacturer's representative for information on the products and services
currently available in your area. Any reference to the manufacturer's product, program, or service is not
intended to state or imply that only that product, program, or service may be used. Any functionally
equivalent product, program, or service that does not infringe any intellectual property right of the
manufacturer may be used instead. However, it is the user's responsibility to evaluate and verify the
operation of any product, program, or service.

The manufacturer may have patents or pending patent applications covering subject matter described in
this document. The furnishing of this document does not grant you any license to these patents. You can
send license inquiries, in writing, to the manufacturer.

The following paragraph does not apply to the United Kingdom or any other country where such
provisions are inconsistent with local law: THIS INFORMATION IS PROVIDED “AS IS” WITHOUT
WARRANTY OF ANY KIND, EITHER EXPRESS OR IMPLIED, INCLUDING, BUT NOT LIMITED TO,
THE IMPLIED WARRANTIES OF NON-INFRINGEMENT, MERCHANTABILITY OR FITNESS FOR A
PARTICULAR PURPOSE. Some states do not allow disclaimer of express or implied warranties in certain
transactions, therefore, this statement may not apply to you.

This information could include technical inaccuracies or typographical errors. Changes are periodically
made to the information herein; these changes will be incorporated in new editions of the publication.
The manufacturer may make improvements and/or changes in the product(s) and/or the program(s)
described in this publication at any time without notice.

Any references in this information to websites not owned by the manufacturer are provided for
convenience only and do not in any manner serve as an endorsement of those websites. The materials at
those websites are not part of the materials for this product and use of those websites is at your own risk.

The manufacturer may use or distribute any of the information you supply in any way it believes
appropriate without incurring any obligation to you.

Any performance data contained herein was determined in a controlled environment. Therefore, the
results obtained in other operating environments may vary significantly. Some measurements may have
been made on development-level systems and there is no guarantee that these measurements will be the
same on generally available systems. Furthermore, some measurements may have been estimated through
extrapolation. Actual results may vary. Users of this document should verify the applicable data for their
specific environment.

Information concerning products not produced by this manufacturer was obtained from the suppliers of
those products, their published announcements or other publicly available sources. This manufacturer has
not tested those products and cannot confirm the accuracy of performance, compatibility or any other
claims related to products not produced by this manufacturer. Questions on the capabilities of products
not produced by this manufacturer should be addressed to the suppliers of those products.

All statements regarding the manufacturer's future direction or intent are subject to change or withdrawal
without notice, and represent goals and objectives only.

The manufacturer's prices shown are the manufacturer's suggested retail prices, are current and are
subject to change without notice. Dealer prices may vary.
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This information is for planning purposes only. The information herein is subject to change before the
products described become available.

This information contains examples of data and reports used in daily business operations. To illustrate
them as completely as possible, the examples include the names of individuals, companies, brands, and
products. All of these names are fictitious and any similarity to the names and addresses used by an
actual business enterprise is entirely coincidental.

If you are viewing this information in softcopy, the photographs and color illustrations may not appear.

The drawings and specifications contained herein shall not be reproduced in whole or in part without the
written permission of the manufacturer.

The manufacturer has prepared this information for use with the specific machines indicated. The
manufacturer makes no representations that it is suitable for any other purpose.

The manufacturer's computer systems contain mechanisms designed to reduce the possibility of
undetected data corruption or loss. This risk, however, cannot be eliminated. Users who experience
unplanned outages, system failures, power fluctuations or outages, or component failures must verify the
accuracy of operations performed and data saved or transmitted by the system at or near the time of the
outage or failure. In addition, users must establish procedures to ensure that there is independent data
verification before relying on such data in sensitive or critical operations. Users should periodically check
the manufacturer's support websites for updated information and fixes applicable to the system and
related software.

Ethernet connection usage restriction

This product is not intended to be connected directly or indirectly by any means whatsoever to interfaces
of public telecommunications networks.

Trademarks

IBM, the IBM logo, and ibm.com are trademarks or registered trademarks of International Business
Machines Corp., registered in many jurisdictions worldwide. Other product and service names might be
trademarks of IBM or other companies. A current list of IBM trademarks is available on the Web at
[Copyright and trademark information| at www.ibm.com/ legal/copytrade.shtml.

Linux is a registered trademark of Linus Torvalds in the United States, other countries, or both.
Windows is a trademark of Microsoft Corporation in the United States, other countries, or both.

Red Hat, the Red Hat "Shadow Man" logo, and all Red Hat-based trademarks and logos are trademarks
or registered trademarks of Red Hat, Inc., in the United States and other countries.

Other product and service names might be trademarks of IBM or other companies.

Electronic emission notices

When attaching a monitor to the equipment, you must use the designated monitor cable and any
interference suppression devices supplied with the monitor.

Class A Notices

The following Class A statements apply to the IBM servers that contain the POWER7® processor and its
features unless designated as electromagnetic compatibility (EMC) Class B in the feature information.
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Federal Communications Commission (FCC) statement

Note: This equipment has been tested and found to comply with the limits for a Class A digital device,
pursuant to Part 15 of the FCC Rules. These limits are designed to provide reasonable protection against
harmful interference when the equipment is operated in a commercial environment. This equipment
generates, uses, and can radiate radio frequency energy and, if not installed and used in accordance with
the instruction manual, may cause harmful interference to radio communications. Operation of this
equipment in a residential area is likely to cause harmful interference, in which case the user will be
required to correct the interference at his own expense.

Properly shielded and grounded cables and connectors must be used in order to meet FCC emission
limits. IBM is not responsible for any radio or television interference caused by using other than
recommended cables and connectors or by unauthorized changes or modifications to this equipment.
Unauthorized changes or modifications could void the user's authority to operate the equipment.

This device complies with Part 15 of the FCC rules. Operation is subject to the following two conditions:
(1) this device may not cause harmful interference, and (2) this device must accept any interference
received, including interference that may cause undesired operation.

Industry Canada Compliance Statement

This Class A digital apparatus complies with Canadian ICES-003.

Avis de conformité a la réglementation d'Industrie Canada

Cet appareil numérique de la classe A est conforme a la norme NMB-003 du Canada.
European Community Compliance Statement

This product is in conformity with the protection requirements of EU Council Directive 2004/108/EC on
the approximation of the laws of the Member States relating to electromagnetic compatibility. IBM cannot
accept responsibility for any failure to satisfy the protection requirements resulting from a
non-recommended modification of the product, including the fitting of non-IBM option cards.

This product has been tested and found to comply with the limits for Class A Information Technology
Equipment according to European Standard EN 55022. The limits for Class A equipment were derived for
commercial and industrial environments to provide reasonable protection against interference with
licensed communication equipment.

European Community contact:

IBM Deutschland GmbH

Technical Regulations, Department M456
IBM-Allee 1, 71139 Ehningen, Germany
Tele: +49 7032 15-2937

email: tjahn@de.ibm.com

Warning: This is a Class A product. In a domestic environment, this product may cause radio
interference, in which case the user may be required to take adequate measures.
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VCCI Statement - Japan

DA, DA BIREE TS LD EETFERIATERT AT RIS
w5 1SR oiE . CDE S (L EREME IR ST o LT EEN,
SoeiEnET, WCCI- A

The following is a summary of the VCCI Japanese statement in the box above:

This is a Class A product based on the standard of the VCCI Council. If this equipment is used in a
domestic environment, radio interference may occur, in which case, the user may be required to take
corrective actions.

Japanese Electronics and Information Technology Industries Association (JEITA)
Confirmed Harmonics Guideline (products less than or equal to 20 A per phase)

CHEE b R e N= T

Japanese Electronics and Information Technology Industries Association (JEITA)
Confirmed Harmonics Guideline with Modifications (products greater than 20 A per
phase)

SERiE A K o4 ER A

Electromagnetic Interference (EMI) Statement - People's Republic of China

B 5
BB A KR EEETFRF.
S THSER TR TR,
FEXFRELT . STRER T A P X
FHRR YL FTHIE B,

Declaration: This is a Class A product. In a domestic environment this product may cause radio
interference in which case the user may need to perform practical action.
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Electromagnetic Interference (EMI) Statement - Taiwan

EEERA
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The following is a summary of the EMI Taiwan statement above.

Warning: This is a Class A product. In a domestic environment this product may cause radio interference
in which case the user will be required to take adequate measures.

T EIBM ZE i ik 5 Bt s 7
£ 18 i m%/f%%%%%% fR 2% ]
N Y
FE:5 0 0800-016-888

Electromagnetic Interference (EMI) Statement - Korea

Ol JPDI= ERE8A8)2= MALEE | )=
M BHOHAH £= MEX= 0| 8= —’F—EJEMIJ'I
gietkd, JtE 28 ASHAM AtEots dE =
HOZ gLICH

Germany Compliance Statement

Deutschsprachiger EU Hinweis: Hinweis fiir Gerite der Klasse A EU-Richtlinie zur
Elektromagnetischen Vertriglichkeit

Dieses Produkt entspricht den Schutzanforderungen der EU-Richtlinie 2004/108/EG zur Angleichung der
Rechtsvorschriften iiber die elektromagnetische Vertraglichkeit in den EU-Mitgliedsstaaten und halt die
Grenzwerte der EN 55022 Klasse A ein.

Um dieses sicherzustellen, sind die Gerdte wie in den Handbiichern beschrieben zu installieren und zu
betreiben. Des Weiteren diirfen auch nur von der IBM empfohlene Kabel angeschlossen werden. IBM
iibernimmt keine Verantwortung fiir die Einhaltung der Schutzanforderungen, wenn das Produkt ohne
Zustimmung von IBM verdndert bzw. wenn Erweiterungskomponenten von Fremdherstellern ohne
Empfehlung von IBM gesteckt/eingebaut werden.
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EN 55022 Klasse A Gerite miissen mit folgendem Warnhinweis versehen werden:

"Warnung: Dieses ist eine Einrichtung der Klasse A. Diese Einrichtung kann im Wohnbereich
Funk-Stoérungen verursachen; in diesem Fall kann vom Betreiber verlangt werden, angemessene
MafSnahmen zu ergreifen und dafiir aufzukommen."

Deutschland: Einhaltung des Gesetzes iiber die elektromagnetische Vertraglichkeit von Geriten

Dieses Produkt entspricht dem “Gesetz tiber die elektromagnetische Vertraglichkeit von Geriten
(EMVG)”. Dies ist die Umsetzung der EU-Richtlinie 2004/108/EG in der Bundesrepublik Deutschland.

Zulassungsbescheinigung laut dem Deutschen Gesetz iiber die elektromagnetische Vertriaglichkeit von
Geridten (EMVG) (bzw. der EMC EG Richtlinie 2004/108/EG) fiir Gerite der Klasse A

Dieses Gerit ist berechtigt, in Ubereinstimmung mit dem Deutschen EMVG das EG-Konformititszeichen
- CE - zu fiihren.

Verantwortlich fiir die Einhaltung der EMV Vorschriften ist der Hersteller:
International Business Machines Corp.

New Orchard Road

Armonk, New York 10504

Tel: 914-499-1900

Der verantwortliche Ansprechpartner des Herstellers in der EU ist:
IBM Deutschland GmbH

Technical Regulations, Abteilung M456

IBM-Allee 1, 71139 Ehningen, Germany

Tel: +49 7032 15-2937

email: tjahn@de.ibm.com

Generelle Informationen:
Das Gerit erfiillt die Schutzanforderungen nach EN 55024 und EN 55022 Klasse A.

Electromagnetic Interference (EMI) Statement - Russia

BHUUMAHWE! HacTtosiwee nagenue oTHocUTCS K Kraccy A.
B XMnbIX NOMELLLEHUSIX OHO MOXeT co3faBaTtb
pagnonoMexu, AN CHUKEHUS KOTOPbIX HEODXOANMBI
OOMNOMHUTENbHbIE MEpPbI

Terms and conditions

Permissions for the use of these publications is granted subject to the following terms and conditions.

Personal Use: You may reproduce these publications for your personal, noncommercial use provided that
all proprietary notices are preserved. You may not distribute, display or make derivative works of these
publications, or any portion thereof, without the express consent of the manufacturer.

Commercial Use: You may reproduce, distribute and display these publications solely within your
enterprise provided that all proprietary notices are preserved. You may not make derivative works of
these publications, or reproduce, distribute or display these publications or any portion thereof outside
your enterprise, without the express consent of the manufacturer.
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Except as expressly granted in this permission, no other permissions, licenses or rights are granted, either
express or implied, to the publications or any information, data, software or other intellectual property
contained therein.

The manufacturer reserves the right to withdraw the permissions granted herein whenever, in its
discretion, the use of the publications is detrimental to its interest or, as determined by the manufacturer,
the above instructions are not being properly followed.

You may not download, export or re-export this information except in full compliance with all applicable
laws and regulations, including all United States export laws and regulations.

THE MANUFACTURER MAKES NO GUARANTEE ABOUT THE CONTENT OF THESE
PUBLICATIONS. THESE PUBLICATIONS ARE PROVIDED "AS-IS" AND WITHOUT WARRANTY OF
ANY KIND, EITHER EXPRESSED OR IMPLIED, INCLUDING BUT NOT LIMITED TO IMPLIED
WARRANTIES OF MERCHANTABILITY, NON-INFRINGEMENT, AND FITNESS FOR A PARTICULAR
PURPOSE.

Notices 17



18 Power Systems: SDMC Transition Guide



	SDMC Transition Guide
	Contents
	Moving to the SDMC
	Upgrading from HMC to SDMC
	Moving from IVM to SDMC
	Moving from HMC to SDMC
	Moving from HMC to SDMC using the graphical user interface
	Moving from HMC to SDMC interactively using the graphical user interface.
	Moving from HMC to SDMC non-interactively using the graphical user interface.

	Moving from HMC to SDMC using the command line interface.
	Moving from HMC to SDMC interactively using the command line interface.
	Moving from HMC to SDMC non-interactively using the command line interface.

	Moving from HMC to SDMC in a private network


	Notices
	Trademarks
	Electronic emission notices
	Class A Notices

	Terms and conditions





