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About This Book

System Management Guide: Communications and Networks provides system administrators with complete
information about how to perform such tasks as configuring TCP/IP settings, improving network security,
and monitoring your system. It also covers such topics as configuring and troubleshooting Mail, NFS
(Network File System), HA-NFS (High Availability-NFS), BNU (Basic Networking Utilities), serial
communications and TTY devices, and SNMP (Simple Network Management Protocol). This publication is
also available on the documentation CD that is shipped with the operating system.

Highlighting

The following highlighting conventions are used in this book:

Bold Identifies commands, keywords, files, directories, and other items whose names are predefined by
the system.

Italics Identifies parameters whose actual names or values are to be supplied by the user.

Monospace Identifies examples of specific data values, examples of text similar to what you might see

displayed, examples of portions of program code similar to what you might write as a programmer,
messages from the system, or information you should actually type.

Case-Sensitivity in AIX

Everything in the AIX operating system is case-sensitive, which means that it distinguishes between
uppercase and lowercase letters. For example, you can use the Is command to list files. If you type LS, the
system responds that the command is not found. Likewise, FILEA, FiLea, and filea are three distinct file
names, even if they reside in the same directory. To avoid causing undesirable actions to be performed,
always ensure that you use the correct case.

ISO 9000

ISO 9000 registered quality systems were used in the development and manufacturing of this product.

Related Publications

The following book contains information about or related to communications:

« |AIX 5L Version 5.3 System Management Guide: Operating System and Deviced

[AIX 5L Version 5.3 System Management Concepts: Operating System and Devices
[AIX 5L Version 5.3 System User’s Guide: Communications and Networks|

[AIX 5L Version 5.3 General Programming Concepts: Writing and Debugging Programd
[AIX 5L Version 5.3 Network Information Services (NIS and NIS+) Guidg]

[AIX 5L Version 5.3 Commands Reference

[AIX 5L Version 5.3 Installation Guide and Referencd

[AIX 5L Version 5.3 Security Guide]

© Copyright IBM Corp. 1997, 2005 Vii
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Chapter 1. How To’s for Network Administration Tasks

This chapter provides the following How-To instructions for performing common network administration
tasks:

+ [‘Upgrade to IPv6 with IPv4 Configured’|

+ [‘Upgrade to IPv6 with IPv4 not configured in AIX 5.2 and later” on page 3|

+ [‘Set up tunneling in IPv6” on page 5|

+ [‘Migrate from SNMPv1 to SNMPv3” on page 7|

[‘Create Users in SNMPv3” on page 10

+ [‘Dynamically update authentication and privacy keys in SNMPv3” on page 14|
[‘Create a Local Alias for Mail” on page 16|

+ [‘Configure Domain Name Servers” on page 17|

Upgrade to IPv6 with IPv4 Configured

This scenario leads you through a manual upgrade from IPv4 to IPv6. The network used in this example
consists of a router and two subnets. There are two hosts on each subnet: the router, and another host.
You will upgrade each machine on this network to IPv6. By the end of the scenario, the router will
advertise prefix 3ffe:0:0:aaaa::/64 on network interface en0 and prefix 3ffe:0:0:bbbb::/64 on network
interface enl. You will first configure the machines to temporarily support IPv6 so that you can test them.
You will then configure the machines so they will be IPv6-ready at boot time.

If you are running AIX 5.2 and do not have your IPv4 settings configured, see [‘Upgrade to IPv6 with IPv4]
[not configured in AIX 5.2 and later” on page 3/

Things to Consider

The information in this how-to was tested using AIX 5.2. If you are using a different version or level of AlX, the results
you obtain might vary significantly.

Step 1. Set up the hosts for IPv6

On the hosts on both subnets, do the following:

1. Make sure IPv4 is configured by typing the following command:
netstat -ni

Your results should look similar to the following:

Name Mtu Network Address Ipkts Ierrs Opkts Oerrs Coll
en® 1500 1ink#2 0.6.29.4.55.ec 279393 0 2510 0 0
en®@ 1500 9.3.230.64 9.3.230.117 279393 0 2510 0 0
100 16896 Tink#l 913 0 919 0 0
100 16896 127 127.0.0.1 913 0 919 0 0
100 16896 ::1 913 0 919 0 0
2. With root authority, configure your IPv6 settings by typing the following command:
autoconfb
3. Rerun the following command:
netstat -ni

Your results should look similar to the following:

Name Mtu Network Address Ipkts Ierrs Opkts Oerrs Coll
en0 1500 Tlink#2 0.6.29.4.55.ec 279679 0 2658 0 0
en0 1500 9.3.230.64 9.3.230.117 279679 0 2658 0 0

© Copyright IBM Corp. 1997, 2005 1



en0 1500 fe80::206:29ff:fe04:55ec 279679 0 2658 0 0
sitd 1480 1ink#3 9.3.230.117 0 0 0 0 0
sit0 1480 ::9.3.230.117 0 0 0 0 0
100 16896 link#l 2343 0 2350 0 0
100 16896 127 127.0.0.1 2343 0 2350 0 0
100 16896 ::1 2343 0 2350 0 0

4. Start the ndpd-host daemon by typing the following command:
startsrc -s ndpd-host

The host is now IPv6-ready. Repeat this procedure for every host on each subnet.

Step 2. Set up the router for IPv6

1. Make sure that the IPv4 settings are configured by typing the following command:
netstat -ni

2. With root authority, type the following command:
autoconfb

3. Manually configure global addresses on the router’s interfaces belonging to each of the two subnets by
typing the following commands:

# ifconfig enO inet6 3ffe:0:0:aaaa::/64 euibd alias
# ifconfig enl inet6 3ffe:0:0:bbbb::/64 euibs alias

You will need to do this for every subnet that your router is sending packets to.
4. To activate IPv6 forwarding, type the following:

no -o ip6forwarding=1
5. To start the ndpd-router daemon, type the following:

startsrc -s ndpd-router

The ndpd-router daemon will advertise prefixes corresponding to the global addresses that you
configured on the router. In this case, the ndpd-router will advertise prefix 3ffe:0:0:aaaa::/64 on en0d
and prefix 3ffe:0:0:bbbb::/64 on enl.

Step 3. Set up IPv6 to be configured on the hosts at boot time

Your newly configured IPv6 will be deleted when you reboot the machine. To enable IPv6 host functionality
every time you reboot, do the following:

1. Open the /etc/re.tepip file using your favorite text editor.
2. Uncomment the following lines in that file:

# Start up autoconfb process
start /usr/sbhin/autoconfé ""

# Start up ndpd-host daemon
start /usr/sbin/ndpd-host "$src_running"

When you reboot, your IPv6 configuration will be set. Repeat this process for each host.

Step 4: Set up IPv6 to be configured on the router at boot time

Your newly configured IPv6 will be deleted when you reboot. To enable IPv6 router functionality every time
you reboot, do the following:

1. Open the /etc/re.tepip file in your favorite text editor.
2. Uncomment the following line in that file:

# Start up autoconf6 process
start /usr/sbin/autoconf6 ""

3. Add the following lines immediately after the line that you just uncommented in the previous step:
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# Configure global addresses for router
ifconfig en0 inet6 3ffe:0:0:aaaa::/64 euibd alias
ifconfig enl inet6 3ffe:0:0:bbbb::/64 eui6d alias

In this scenario, our network has only two subnets, en0 and enl. You will need to add a line to this file
for every subnet that your router is sending packets to.

4. Uncomment the following line in the file:

# Start up ndpd-router daemon
start /usr/sbin/ndpd- router "$src_running"

When you reboot, IPv6 will be automatically started.

Upgrade to IPv6 with IPv4 not configured in AIX 5.2 and later

This scenario shows how to set up hosts and a router for IPv6 without IPv4 settings configured. The
network used in this example consists of a router and two subnets. There are two hosts on each subnet:
the router, and another host. By the end of the scenario, the router will advertise prefix
3ffe:0:0:aaaa::/64 on network interface en0 and prefix 3ffe:0:0:bbbb::/64 on network interface enl. You
will first configure the machines to temporarily support IPv6 so that you can test them. You will then
configure the machines so they will be IPv6-ready at boot time.

This scenario assumes that the bos.net.tcp.client fileset is installed.

To upgrade to IPv6 with IPv4 already configured, see [‘Upgrade to IPv6 with IPv4 Configured” on page 1|

Things to Consider

The information in this how-to was tested using AIX 5.2. If you are using a different version or level of AlX, the results
you obtain might vary significantly.

Step 1: Set up the hosts for IPv6

1. With root authority, type the following command on each host on the subnet:
autoconfb -A

This will bring up all IPv6-capable interfaces on the system.

Note: To bring up a subset of interfaces, use the -i flag. For example, autoconf6 -i en0® enl will
bring up interfaces en0 and enl.

2. Type the following command to view your interfaces:
netstat -ni

Your results should look similar to the following:

Name Mtu  Network Address Ipkts Ierrs Opkts Oerrs Coll

en® 1500 Tink#3 0.4.ac.17.b4.11 7 0 17 0 0
end 1500 fe80::204:acff:fel7:b4l1l 7 0 17 0 0
100 16896 Tink#l 436 0 481 0 0
100 16896 127 127.0.0.1 436 0 481 0 0
100 16896 ::1 436 0 481 0 0

3. Start the ndpd-host daemon by typing the following command:

startsrc -s ndpd-host

Step 2: Set up the router for IPv6

1. With root authority, type the following command on the router host:
autoconf6 -A
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This will bring up all IPv6-capable interfaces on the system.

Note: To bring up a subset of interfaces, use the -i flag. For example, autoconf6 -i en0 enl will
bring up interfaces en0d and enl.

Your results should look similar to the following:

Name Mtu  Network Address Ipkts Ierrs Opkts Oerrs Coll

enl 1500 T1ink#2 0.6.29.dc.15.45 0 0 7 0 0
enl 1500 fe80::206:29ff:fedc:1545 0 0 7 0 0
en0 1500 Tink#3 0.4.ac.17.b4.11 7 0 17 0 0
en0 1500 fe80::204:acff:fel7:b411 7 0 17 0 0
100 16896 Tink#l 436 0 481 0 0
100 16896 127 127.0.0.1 436 0 481 0 0
100 16896 ::1 436 0 481 0 0

2. Manually configure global addresses on the router’s interfaces belonging to each of the two subnets by
typing the following commands:

# ifconfig en® inet6 3ffe:0:0:aaaa::/64 euibd alias
# ifconfig enl inet6 3ffe:0:0:bbbb::/64 euibd alias

Note: You will need to do this for every subnet that your router is sending packets to.
3. To activate IPv6 forwarding, type the following:

no -o ip6forwarding=1
4. To start the ndpd-router daemon, type the following:

startsrc -s ndpd-router

The ndpd-router daemon will advertise prefixes corresponding to the global addresses that you
configured on the router. In this case, the ndpd-router will advertise prefix 3ffe:0:0:aaaa::/64 on end
and prefix 3ffe:0:0:bbbb::/64 on enl.

Step 3. Set up IPv6 to be configured on the hosts at boot time

After completing Step 1 for each host, IPv6 will be deleted when you reboot the machine. To enable IPv6
host functionality every time you reboot, do the following:

1. Open the /etc/re.tepip file using your favorite text editor.
2. Uncomment the following lines in that file:

# Start up autoconf6 process
start /usr/sbin/autoconf6 ""

# Start up ndpd-host daemon
start /usr/sbin/ndpd-host "§src_running"

3. Add the -A flag to start /usr/sbin/autoconf6 "":
start /usr/sbin/autoconf6 "" -A

4. Repeat this process for each host.

When you reboot, IPv6 will be automatically started.

Step 4: Set up IPv6 to be configured on the router at boot time

After completing Step 2 for your router, IPv6 will be deleted when you reboot. To enable IPv6 router
functionality every time you reboot, do the following:

1. Open the /etc/re.tepip file in your favorite text editor.
2. Uncomment the following line in that file:

# Start up autoconfb process
start /usr/sbin/autoconfé ""

3. Add the -A flag to that line:
start /usr/sbin/autoconf6 "" -A
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4. Add the following lines immediately after the line that you just uncommented in the previous step:

# Configure global addresses for router
ifconfig en0 inet6 3ffe:0:0:aaaa::/64 euibd alias
ifconfig enl inet6 3ffe:0:0:bbbb::/64 eui6bd alias

In this scenario, our network has only two subnets, en® and enl. You will need to add a line to this file
for every subnet that your router is sending packets to.

5. Uncomment the following line in the file:

# Start up ndpd-router daemon
start /usr/sbin/ndpd-router "$src_running"

6. Run the following command to enable IP forwarding at boot time:
no -r -o ip6forwarding=1

When you reboot, IPv6 will be automatically started.

Set up tunneling in IPv6

You can use either of two methods to set up tunneling in IPv6. The first method sets up an automatic
tunnel. The second method sets up a configured tunnel.

Things to Consider

The information in this how-to was tested using AIX 5.3. If you are using a different version or level of AlX, the results
you obtain might vary significantly.

Set up an automatic tunnel in IPv6

In this scenario, the autoconf6 command will be used to configure IPv6 and set up an automatic tunnel
through the primary interface, en2. The autoconf6é command will then be used to configure a tunnel
through the secondary interface, en0.

Following is the result of the netstat -ni command, which displays the current network configuration of the
system:

en0 1500 1ink#2 MAC address here 0 0 33 0 0

en®@ 1500 1.1 1.1.1.3 0 0 33 0 0

en2 1500 1ink#3 MAC address here 79428 0 409 0 0

en2 1500 10.1 10.1.1.1 79428 0 409 0 0

* To enable IPv6 and one automatic tunnel, type the following command:
autoconfb

Running the netstat -ni command now produces the following results:
# netstat -in

en® 1500 Tink#2 MAC address here 0 0 33 0 0
en® 1500 1.1 1.1.1.3 0 0 33 0 0
en® 1500 fe80::204:acff:fed9:4910 0 0 33 0 0
en2 1500 1ink#3 MAC address here 79428 0 409 0 0
en2 1500 10.1 10.1.1.1 79428 0 409 0 0
en2 1500 fe80::220:35ff:fel2:3ae8

sit0 1480 1link#7 10.1.1.1 0 0 0 0 0

sit0 1480 ::10.1.1.1

If en2 (IP address 10.1.1.1) is the primary interface, address ::10.1.1.1 is now available for automatic
tunneling over the en2 interface.

» To enable an automatic tunnel through interface en0, type the following command:
autoconf6 -s -i en0
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Running the netstat -ni command now produces the following results:
# netstat -in

en0 1500 Tink#2 MAC address here 0 0 33 0 0
end 1500 1.1 1.1.1.3 0 0 33 0 0
end 1500 feB80::204:acff:fed9:4910 0 0 33 0 0
en2 1500 Tink#3 MAC address here 79428 0 409 0 0
en2 1500 10.1 10.1.1.1 79428 0 409 0 0
en2 1500 fe80::220:35ff:fel2:3ae8

sitd 1480 T1ink#7 1.1.1.3 0 0 3 0 0
sitd 1480 ::10.1.1.1 0 0 3 0 0
sitd 1480 ::1.1.1.3 0 0 3 0 0

This action causes an IPv4-compatible IPv6 address to be added to the existing SIT interface, sit0.
Tunneling is now also enabled for interface en0 using address ::1.1.1.3. The same interface, sit0, will
be used for both tunnels.

Note: The automatic tunnels are deleted when the system is restarted. To have the automatic tunnel
present at boot time, add the required arguments to the autoconf6 command in the /etc/rc.tcpip
file.

Set up configured tunnels

In this scenario, SMIT will be used to set up a configured tunnel. This tunnel will be available when the
system restarts because it will be stored in the ODM. A tunnel will be configured between systems alpha
and beta. The IPv4 address of alpha is 10.1.1.1, and the IPv4 address of beta is 10.1.1.2.

To set up configured tunnels, follow these steps:
1. To configure a tunnel between alpha and beta, type the following on both systems:

smit ctinet6
2. Select Add an IPV6 in IPV4 Tunnel Interface on both systems.
3. In this scenario, we filled in the values as follows on alpha, based on the IPv4 addresses:

% IPV4 SOURCE ADDRESS (dotted decimal) [10.1.1.1]
% IPV4 DESTINATION ADDRESS (dotted decimal) [10.1.1.2]
IPV6 SOURCE ADDRESS (colon separated) [1
IPV6 DESTINATION ADDRESS (colon separated) [1

On beta, the following values were entered:

% IPV4 SOURCE ADDRESS (dotted decimal) [10.1.1.2]
% IPV4 DESTINATION ADDRESS (dotted decimal) [10.1.1.1]
IPV6 SOURCE ADDRESS (colon separated) 1
IPV6 DESTINATION ADDRESS (colon separated) [1

4. To view the configured interfaces, type the following command:
ifconfig ctiX

where X is the number of the interface. In this scenario, the following results were returned:
On alpha:

ctif: flags=8080051<UP,POINTOPOINT,RUNNING,MULTICAST>
inet6 fe80::a01:101/128 --> fe80::a01:102

On beta:

cti0: flags=8080051 <UP,POINTOPOINT,RUNNING,MULTICAST>
inet6 fe80::a01:102/128 --> fe80::a01:101

SMIT automatically creates IPv6 addresses for both ends of the tunnel using the following method:
* The lower 32 bits contain the IPv4 address
» The upper 96 bits contain the prefix fe80::/96

You can fill in specific IPv6 addresses if desired.
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Migrate from SNMPv1 to SNMPv3

This scenario shows a typical migration from SNMPv1 to SNMPv3.

In AIX 5.2 and later, the default SNMP agent running at system boot time is the non-encrypted version of
SNMPv3. SNMPv3 uses the /etc/snmpdv3.conf file as its configuration file. Any parameters that you had
configured in the /etc/snmpd.conf file, which is used by SNMPv1 in AIX 5.1 and earlier, will need to be
manually migrated to the /etc/snmpdv3.conf file.

In this scenario, the communities and traps that were configured in the /etc/snmpd.conf file will be
migrated to the /etc/snmpdv3.conf file. By the end of the scenario, SNMPv3 will provide identical
functionality that SNMPv1 offered. If you did not configure any of your own SNMPv1 communities or traps,
there is no need for you to complete this procedure.

This file does not contain any information about features available in SNMPv3. For information about
creating users using SNMPV3 features not available in SNMPv1, see [‘Create Users in SNMPv3” on page]

The following file is the example /etc/snmpd.conf file that is going to be migrated. The following
communities are configured: daniel, vasu, and david. These communities must be migrated manually.

logging file=/usr/tmp/snmpd.Tog enabled
logging size=0 level=0
community daniel 0.0.0.0 0.0.0.0 readWrite 1.17.35
community vasu 9.3.149.49 255.255.255.255 readOnly  10.3.5
community david 9.53.150.67 255.255.255.255 readWrite 1.17.35

view 1.17.35 udp icmp snmp 1.3.6.1.2.1.25

view 10.3.5 system interfaces tcp icmp

trap daniel 9.3.149.49 1.17.35 fe
trap vasu 9.3.149.49 10.3.5 fe
trap david 9.53.150.67 1.17.35 fe

SmuX 1.3.6.1.4.1.2.3.1.2.3.1.1 sampled_password # sampled

To complete the steps in this scenario, refer to your /etc/snmpd.conf file. Have a copy of that file ready
when you start this procedure.

Things to Consider

The information in this how-to was tested using AIX 5.2. If you are using a different version or level of AlX, the results
you obtain might vary significantly.

Step 1. Migrate the community information

The community names in the /etc/snmpd.conf file become part of the VACM_GROUP entries in the
letc/snmpdv3.conf file. Each community must be placed in a group. You will then give the groups the
view and access permissions needed.

1. With root authority, open the /etc/snmpdv3.conf file with your favorite text editor. Locate the
VACM_GROUP entries in the file.

2. Create a VACM_GROUP entry for each community that you want to migrate. If multiple communities are
going to share the same view and access permissions, you need to create only one group for them.
The community names in the /etc/snmpd.conf file become the securityName values for the
VACM_GROUP entries. In this scenario, the following entries were added for vasu, daniel, and david:

# VACM_GROUP entries
# Defines a security group (made up of users or communities)
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# for the View-based Access Control Model (VACM).
# Format is:

# groupName securityModel securityName storageType
VACM_GROUP group2 SNMPvl vasu -

VACM_GROUP group3 SNMPvl daniel -

VACM_GROUP group3 SNMPvl david -

* groupName can be any value you choose, except groupl.
e securityModel remains SNMPv1 because we are migrating the SNMPv1 communities.

* In this scenario, daniel and david share the same view and access permissions in the
letc/snmpd.conf file. Therefore, they are both members of group3 in the /etc/snmpdv3.conf file.
Community vasu is placed in a different group because its view and access permissions are different
than those for david and daniel.

The communities are now placed in groups.

Step 2. Migrate the view information

The view information in the /etc/snmpd.conf file will become COMMUNITY, VACM VIEW, and VACM_ACCESS
entries in the /etc/snmpdv3.conf file. These entries will determine the view and access permissions for
each group.

1.

Create COMMUNITY entries for daniel, vasu, and david, maintaining the same IP addresses for netAddr
and netMask as were specified in the /etc/snmpd.conf file.

# COMMUNITY
# Defines a community for community-based security.
# Format is:

# communityName securityName securitylLevel netAddr netMask storageType

COMMUNITY public public noAuthNoPriv 0.0.0.0 0.0.0.0 -
COMMUNITY daniel daniel noAuthNoPriv 0.0.0.0 0.0.0.0 -
COMMUNITY vasu vasu noAuthNoPriv 9.3.149.49 255.255.255.255 -
COMMUNITY david david noAuthNoPriv 9.53.150.67 255.255.255.255 -

Create a VACM_VIEW entry for every MIB object or variable that each group has access to. According to
the /etc/snmpd.conf file, daniel and david have access to udp, icmp, snmp, and 1.3.6.1.2.1.25 (host
subtree as defined in RFC 1514), and vasu has access to system, interfaces, tcp, and icmp. These
view entries are migrated to the /etc/snmpdv3.conf file as follows:

# VACM_VIEW entries

# Defines a particular set of MIB data, called a view, for the
# View-based Access Control Model.

# Format is:

# viewName viewSubtree viewMask viewType storageType

VACM_VIEW group2View system - included -
VACM_VIEW group2View interfaces - included -
VACM_VIEW group2View tcp - included -
VACM_VIEW group2View icmp - included -
VACM_VIEW group3View udp - included -
VACM_VIEW group3View icmp - included -
VACM_VIEW group3View snmp - included -
VACM_VIEW group3View 1.3.6.1.2.1.25 - included -
B e

Define access permissions to the MIB variables defined in the VACM_VIEW entries by adding
VACM_ACCESS entries. In the /etc/snmpd.conf file, daniel and david both have readWrite permission to
their MIB variables, whereas vasu has readOnly.

Define these permissions by adding VACM_ACCESS entries. In this scenario, we gave group2 (vasu) the
group2View for readView, but gave it - for writeView because vasu had readOnly in the
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letc/snmpd.conf file. We gave group3 (daniel and david) the group3View for both readView and
writeView because those groups had readWrite access in /etc/snmpd.conf. See the following
example.

# VACM_ACCESS entries

# Identifies the access permitted to different security groups
# for the View-based Access Control Model.
# Format is:

# groupName contextPrefix contextMatch securitylLevel securityModel readView writeView notifyView storageType
VACM_ACCESS groupl - - noAuthNoPriv SNMPvl defaultView - defaultView -
VACM_ACCESS group2 - - noAuthNoPriv SNMPvl group2View - group2View -
VACM_ACCESS group3 - - noAuthNoPriv SNMPvl group3View group3View group3View -

Step 3. Migrate the trap information

The trap entries in the /etc/snmpd.conf file will become the NOTIFY, TARGET ADDRESS, and
TARGET_PARAMETERS entries in the /etc/snmpdv3.conf file. However, only the TARGET_ADDRESS and
TARGET_PARAMETERS will need to be migrated.

1.

3. The trapmask information in the /etc/snmpd.conf file does not migrate to the /etc/snmpdv3.conf file.

The IP addresses listed in the trap entries in the /etc/snmpd.conf file become part of the
TARGET_ADDRESS entries in the /etc/snmpdv3.conf file. This line specifies the host where the trap will
be sent. You can define the targetParams entries. In this scenario, we use trapparmsl, trapparms2,
trapparms3, and trapparms4, which will be defined in the TARGET_PARAMETERS entries.

# TARGET_ADDRESS

# Defines a management application's address and parameters

# to be used in sending notifications.

# Format is:

# targetAddrName tDomain tAddress taglList targetParams timeout retryCount storageType
TARGET_ADDRESS Targetl UDP 127.0.0.1 traptag trapparmsl - - -

TARGET_ADDRESS Target2 UDP 9.3.149.49  traptag trapparms2 - - -

TARGET_ADDRESS Target3 UDP 9.3.149.49  traptag trapparms3 - - -

TARGET_ADDRESS Target4 UDP 9.53.150.67 traptag trapparms4 - - -

The community names specified in the trap entries in the /etc/snmpd.conf file become part of the

TARGET_PARAMETERS entries in the /etc/snmpdv3.conf file. The community names must be mapped to a

specific TARGET_ADDRESS entry using the targetParams values. For example, community daniel is
mapped with trapparms2, which, under the TARGET ADDRESS entry, maps to IP address 9.3.149.49.

Community daniel and IP address 9.3.149.49 were originally a trap entry in the /etc/snmpd.conf file.

See the following example:

# TARGET_PARAMETERS

# Defines the message processing and security parameters

# to be used in sending notifications to a particular management target.
# Format is:

# paramsName mpModel securityModel securityName securitylLevel storageType
TARGET_PARAMETERS trapparmsl SNMPvl SNMPvl public noAuthNoPriv -
TARGET_PARAMETERS trapparms2 SNMPvl SNMPvl daniel noAuthNoPriv -
TARGET_PARAMETERS trapparms3 SNMPvl SNMPv1l vasu noAuthNoPriv -
TARGET_PARAMETERS trapparms4 SNMPvl SNMPvl david  noAuthNoPriv -

Step 4. Migrate the smux information

If you have smux information that you need to migrate, you can copy those lines directly into the new file.

In this scenario, the sampled smux entry was configured in the /etc/snmpd.conf file. That line must be
copied to the /etc/snmpdv3.conf file.
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# smux <client OIdentifier> <password> <address> <netmask>
Smux 1.3.6.1.4.1.2.3.1.2.3.1.1 sampled_password # sampled
o o e e e

Step 5. Stop and Start the snmpd daemon

After the migration of the /etc/snmpd.conf file to the /etc/snmpdv3.conf file is complete, stop and then
start the snmpd daemon. You will need to stop and start the snmpd daemon each time you make
changes to the /etc/snmpdv3.conf file.

1. Type the following command to stop the daemon:
stopsrc -s snmpd
2. Type the following command to restart the daemon:

startsrc -s snmpd

Note: Simply refreshing the SNMPv3 agent will not work as it did in SNMPv1. If you make changes to the
letc/snmpdv3.conf file, you must stop and start the daemon as instructed above. The dynamic
configuration function supported in SNMPv3 will not allow you to refresh.

Create Users in SNMPv3

This scenario shows how to create a user in SNMPv3 by manually editing the /etc/snmpdv3.conf and
letc/clsnmp.conf files.

User ul will be created in this scenario. User ul will be given authorization keys, but will not be given
privacy keys (which are available only if you have the snmp.crypto fileset installed). The HMAC-MD5
protocol will be used to create u1’s authorization keys. After u1 is configured, it will be put into a group,
after which that group will have its view and access permissions defined. Finally, trap entries for u1 will be
created.

Each individual value used in the /etc/snmpdv3.conf and /etc/clsnmp.conf files must not exceed 32
bytes.

Things to Consider

The information in this how-to was tested using AIX 5.2. If you are using a different version or level of AlX, the results
you obtain might vary significantly.

Step 1. Create the user
1. Decide which security protocols you want to use, either HMAC-MD5 or HMAC-SHA. In this scenario,
HMAC-MD5 will be used.

2. Generate the authentication keys by using the pwtokey command. Your output may look different
based on the authentication protocol you are using and if you are using privacy keys. These keys will
be used in the /ete/snmpdv3.conf and /etc/clsnmp.conf files. The command used for user ul follows:

pwtokey -p HMAC-MD5 -u auth anypassword 9.3.230.119

The IP address specified is the IP address where the agent is running. The password can by any
password, but be sure to save it in a secure place for future use. The output should look similar to the
following:
Display of 16 byte HMAC-MD5 authKey:
63960c12520dc8829d27f7fbaf5a0470
Display of 16 byte HMAC-MD5 localized authKey:
b3b6c6306d67e9c6f8e7eb664a47ef9a0
3. With root authority, open the /etc/snmpdv3.conf file with your favorite text editor.
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4. Create a user by adding a USM_USER entry following the format given in the file. The authKey value will
be the localized authentication key that was generated using the pwtokey command. The entry for
user ul follows:

# USM_USER entries
# Defines a user for the User-based Security Model (USM).

# Format is:

# userName enginelD authProto authKey privProto privKey keyType storageType
#

USM_USER ul - HMAC-MD5 b3b6c6306d67e9c6f8e7e664a47ef9ab - - L -

o o e

e userName is the name of the user. In this case, it is ul.

* authProto must be the protocol that you used when you created the keys. In this case, it is
HMAC-MD5.

* authKey is the localized authentication key that was created using the pwtokey command.
* privProto and privkey are not specified because we are not using the privacy keys in this scenario.
» keyType is L because we are using the localized authentication key.

5. Save and close the /etc/snmpdv3.conf file.

6. Open the /etc/clsnmp.conf file on the SNMP manager with your favorite text editor.

7. Add the new user according to the format given in the file. The entry for ul follows:

# Format of entries:

# winSnmpName targetAgent admin secName password context seclLevel authProto authKey privProto privKey
#

userl 9.3.230.119 SNMPv3 ul - - AuthNoPriv HMAC-MD5 63960c12520dc8829d27f7fbaf5a0470 - -

* winSnmpName can be any value. This value will be used when making SNMP requests using the
clsnmp command.

* targetAgent is the IP address where the agent is running, which was also used in creating the
authentication keys.

* admin is set to SNMPv3 because we will be sending SNMPv3 requests.
» secName is the name of the user that you are creating. In this case, it is ul.

» seclevel is set to AuthNoPriv because it is being configured to use authentication but not privacy
(as a result, there are no values for privProto and privKey).

* quthproto is set to the authentication protocol that was used in creating the authentication keys.
* authKey is the non-localized key that was generated by the pwtokey command.
8. Save and close the /etc/clsnmp.conf file.

Step 2. Configure the group

The user must now be placed in a group. If you already have a group that is configured with all of the view
and access permissions that you want to give this user, you can put this user in that group. If you want to
give this user view and access permissions that no other groups have, or if you do not have any groups
configured, create a group and add this user to it.

To add the user to a new group, create a new VACM_GROUP entry in the /etc/snmpdv3.conf file. The group
entry for ul follows:

# VACM_GROUP entries

# Defines a security group (made up of users or communities)
# for the View-based Access Control Model (VACM).

# Format is:
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# groupName securityModel securityName storageType
VACM_GROUP groupl USM ul -

* groupName can be any name. It becomes that name of your group. In this case, it is groupl.
* securityModel is set to USM, which takes advantage of the SNMPv3 security features.
* securityName is the name of the user. In this case, it is ul.

Step 3. Configure view and access permissions

The view and access permissions must be set for the new group that was just created. These permissions
are set by adding VACM_VIEW and VACM_ACCESS entries to the /etc/snmpdv3.conf file.

1. Decide what view and access permissions you want the new group to have.

2. Add VACM_VIEW entries to the /etc/snmpdv3.conf file to define what MIB objects the group can access.
In this scenario, groupl will have access to the interfaces, tcp, icmp, and system MIB subtrees.
However, we will restrict groupl’s access to the sysObjectID MIB variable within the system MIB
subtree.

# VACM_VIEW entries
# Defines a particular set of MIB data, called a view, for the
# View-based Access Control Model.

# Format is:

# viewName viewSubtree viewMask viewType storageType

VACM_VIEW grouplView interfaces - included -

VACM_VIEW grouplView tcp - included -

VACM_VIEW grouplView icmp - included -

VACM_VIEW grouplView system - included -

VACM_VIEW grouplView sysObjectID - excluded -

B o e o e

* viewName is the name of the view. In this scenario, it is grouplView.
* viewSubtree is the MIB subtree that you want to give access to.

* viewType determines whether the MIB subtrees defined are included in the view. In this case, all
subtrees are included, but the MIB variable sysObjectID, which is part of the system subtree, is
excluded.

3. Add a VACM_ACCESS entry to the /etc/snmpdv3.conf file to define the permissions that the group has to
the MIB objects specified above. For groupl, read only access is given.

# VACM_ACCESS entries

# Identifies the access permitted to different security groups

# for the View-based Access Control Model.

# Format is:

# groupName contextPrefix contextMatch securitylLevel securityModel readView writeView notifyView storageType
VACM_ACCESS groupl - - AuthNoPriv USM grouplView - grouplView -

e groupName is the name of the group. In this case, it is groupl.

» securitylevel is the level of security that is being used. In this scenario, authentication keys are
used but not privacy keys. The value is therefore set to AuthNoPriv.

e securityModel is the security model that you are using (SNMPv1, SNMPv2c, or USM). In this
scenario, it is set to USM to allow the SNMPv3 security features to be used.

* readliew determines which VACM_VIEWs the group has read access to. In this scenario,
grouplView is given, which gives groupl read access to the grouplView VACM_VIEW entries.

* writelView determines which VACM_VIEWSs the group has write access to. In this scenario, no write
access is given to groupl.

* notifyView specifies the name of the view to be applied when a trap is performed under control of
the entry in the access table.

12  AIX 5L™ Version 5.3: System Management Guide: Communications and Networks



Note: In some cases, multiple VACM_ACCESS entries for one group may be necessary. If users in
the group have different authentication and privacy settings (noAuthNoPriv, AuthNoPriv, or
AuthPriv) multiple VACM_ACCESS entries are required with the securitylLevel parameter set
accordingly.

Step 4. Configure trap entries for the user

Trap entries in SNMPV3 are created by adding NOTIFY, TARGET_ADDRESS and TARGET_PARAMETERS entries to
the /etc/snmpdv3.conf file. The TARGET_ADDRESS entry will specify where you want the traps to be sent,
and the TARGET_PARAMETERS entry will map the TARGET ADDRESS information to groupl.

The NOTIFY entry has been configured by default. Following is the default NOTIFY entry:
NOTIFY notifyl traptag trap -

In this scenario, we use the value that is specified in the default entry, traptag.
1. Add a TARGET_ADDRESS entry to specify where you want traps to be sent.

# TARGET_ADDRESS

# Defines a management application's address and parameters

# to be used in sending notifications.

# Format is:

# targetAddrName tDomain tAddress taglList targetParams timeout retryCount storageType
TARGET_ADDRESS Targetl UDP 9.3.207.107 traptag trapparmsl - - -

e targetAddrName can be any name. In this scenario, we used Targetl.

* tAddress is the IP address where the traps for the group should be sent.

* taglist is the name configured in the NOTIFY entry. In this scenario, it is traptag.

* targetParams can be any value. We used is trapparmsl, which will be used in the
TARGET_PARAMETERS entry.

2. Add a TARGET_PARAMETERS entry.

# TARGET_PARAMETERS

# Defines the message processing and security parameters

# to be used in sending notifications to a particular management target.
# Format is:

# paramsName mpModel securityModel securityName securitylLevel storageType
TARGET_PARAMETERS trapparmsl SNMPv3 USM ul AuthNoPriv -

* paramsName is the same as the targetParams value in the TARGET_ADDRESS entry, which, in this case,
is trapparmsl.

* mpModel is the version of SNMP being used.

* securityModel is the security model that you are using (SNMPv1, SNMPv3, or USM). In this
scenario, it is set to USM to allow the SNMPv3 security features to be used.

* securityName is the user name specified in the USM_USER entry, which, in this case, is ul.
e securitylevel is set to AuthNoPriv because we are using authentication keys but not privacy keys.

Step 5. Stop and start the snmpd daemon
After making the changes the /etc/snmpdv3.conf file, stop and the start the snmpd daemon.
1. Type the following command to stop the snmpd daemon:
stopsrc -s snmpd
2. Type the following command to start the snmpd daemon:

startsrc -s snmpd

The new settings will now take effect.
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Note: Simply refreshing the SNMPv3 agent using refresh -s snmpd will not work as it did in SNMPv1. If
you make changes to the /etc/snmpdv3.conf file, you must stop and start the daemon as
instructed above. The dynamic configuration function supported in SNMPv3 will not allow you to
refresh.

Step 6. Test your configuration
To verify that your configuration is correct, you can run the following command on the SNMP manager .
clsnmp -h userl walk mib

where mib is a MIB subtree to which the user has access. In this scenario, it could be interfaces, tcp,
icmp, or system. If the configuration is correct, you will see the information from the specified subtree.

If you did not get the correct output, review the steps in this document and verify that you have entered all
information correctly.

Dynamically update authentication and privacy keys in SNMPv3

This scenario shows how to dynamically update the authentication keys for a user in SNMPv3. In this
scenario, user u4 will update the authentication keys for user u8. Both users u4 and u8 have already had
authentication keys created based on password defaultpassword and IP address 9.3.149.49, and
everything is working.

During this scenario, new keys will be created for user u8 and the /etc/snmpdv3.conf file will be
dynamically updated. The authentication key for user u8 in the manager side’s /etc/clsnmp.conf file will
then need to be manually edited to reflect the new keys.

Make a backup of the /etc/snmpdv3.conf file on the SNMP agent and a backup of the /etc/clsnmp.conf
file on the SNMP manager before you start this procedure.

Below is the /etc/snmpdv3.conf file that will be dynamically updated:

USM_USER u4 - HMAC-MD5 18a2c7b78f3df552367383eef9db2e9f - - N -
USM_USER u8 - HMAC-SHA 754ebf6ab740556be9f0930b2a2256ca40e76ef9 - - N -

VACM_GROUP groupl SNMPv1 public -
VACM_GROUP group2 USM u4 -
VACM_GROUP group2 USM u8 -

VACM_VIEW defaultView internet - included -

VACM_ACCESS groupl - - noAuthNoPriv SNMPvl defaultView - defaultView -
VACM_ACCESS group2 - - noAuthNoPriv USM defaultView defaultView defaultView -
VACM_ACCESS group2 - - AuthNoPriv USM defaultView defaultView defaultView -
VACM_ACCESS group2 - - AuthPriv USM defaultView defaultView defaultView -

NOTIFY notifyl traptag trap -

TARGET_ADDRESS Targetl UDP 127.0.0.1 traptag trapparmsl - - -
TARGET_ADDRESS Target2 UDP 9.3.149.49 traptag trapparms2 - - -
TARGET_ADDRESS Target3 UDP 9.3.149.49 traptag trapparms3 - - -
TARGET_ADDRESS Target4 UDP 9.3.149.49 traptag trapparms4 - - -

TARGET_PARAMETERS trapparmsl SNMPvl SNMPvl public noAuthNoPriv -
TARGET_PARAMETERS trapparms3 SNMPv2c SNMPv2c publicv2c noAuthNoPriv -
TARGET_PARAMETERS trapparms4 SNMPv3 USM u4 AuthNoPriv -

Below is the /etc/clsnmp.conf file that will be updated for user u8:

testud 9.3.149.49 snmpv3 u4 - - AuthNoPriv HMAC-MD5 18a2c7b78f3df552367383eef9db2e9f - -
testu8 9.3.149.49 snmpv3 u8 - - AuthNoPriv HMAC-SHA 754ebf6ab740556be9f0930b2a2256cad0e76ef9 - -
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Things to Consider

The information in this how-to was tested using AIX 5.2. If you are using a different version or level of AlX, the results
you obtain might vary significantly.

Follow these steps to update your password and authentication keys.

1.

On the SNMP manager side, run the pwchange command. In this scenario, we ran the following
command:

pwchange -u auth -p HMAC-SHA defaultpassword newpassword 9.3.149.49
This command will generate a new authentication key.

e -u auth specifies that only an authentication key will be created. If you are updating privacy keys as
well, use -u all.

* -p HMAC-SHA specifies the protocol that will be used to create the authentication key. If you are
updating privacy keys as well, us -p all.

* defaultpassword is the password used to create the latest authentication key (for example, if
bTuepen would have been used to create the latest authentication key, bTuepen would be used here
as well)

* newpassword is the new password that will be used to generate the authentication key. Keep this
password for future reference

9.3.149.49 is the IP address where the SNMP agent is running.

This command produced the following output:

Dump of 40 byte HMAC-SHA authKey keyChange value:
8173701d7c00913af002a3379d4b150a
f9566f56a4dbde21dd778bb166a86249
4aa3a477e3b96e7d

You will use this authentication key in the next step.

Note: Keep the new passwords you use in a safe place. You will need to use them again when
making changes in the future.

On the SNMP manager, user u4 will change the authentication key for user u8 by entering the following
command:

clsnmp -h testu4 set usmUserAuthKeyChange.12.0.0.0.2.0.0.0.0.9.3.149.49.2.117.56
\'8173701d7c00913af002a3379d4b150af9566f56a4dbde21dd778bb166a862494aa3a477e3b96e7d\ 'h

* testu4 is used because it is mapped to user u4 in the /etc/clsnmp.conf file.

* The instance ID of usmUserAuthKeyChange includes, in decimal values, the engine ID of the SNMP
agent where the update is taking place and username whose authentication key is being updated.
The engine ID can be found in the /etc/snmpd.boots file (the /etc/snmpd.boots file contains two
strings of numbers. The engine ID is the first string. Ignore the second string of numbers).

The engine ID will need to be converted from hexadecimal values to decimal values in order to be
used here. Each two numbers in the hexadecimal engine ID convert to one decimal value. For
example, engine ID 000000020000000009039531 would be read as 00 00 00 02 00 00 00 00 09 03
95 31. Each of those numbers must be converted to decimal values, resulting in,
0.0.0.2.0.0.0.0.9.3.149.49 (For a conversion table, see [Appendix E, “Conversion Table,” on pagel
. The first number in the string is the number of bytes in the decimal string. In this case, it is
12, resulting in 12.0.0.0.2.0.0.0.0.9.3.149.49.

The following number is the number of bytes in the username, followed by the decimal values for
the username itself. In this case, the username is u8. When converted to decimal values, u8
becomes 117.56. Because the username is 2 bytes long, the value representing the username
becomes 2.117.56. Add that to the end of the decimal engine ID (For a conversion table, see
[Appendix E, “Conversion Table,” on page 503.).

In this case, the result is 12.0.0.0.2.0.0.0.0.9.3.149.49.2.117.56.
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* The next value in the command is the new authentication key generated using the pwchange
command in the previous step.

Note: If the user also has privacy keys configured, this procedure must be repeated to update the
privacy keys. When updating the privacy keys, use the usmUserPrivKeyChange value instead
of the usmUserAuthKeyChange value.

Using usmUserOwnAuthKeyChange instead of usmUserAuthKeyChange will allow a user to change
his or her own authentication key. For example, user u4 could change its own authentication
key using usmUserOwnAuthKeyChange.

The output of the command follows:

1.3.6.1.6.3.15.1.2.2.1.6.12.0.0.0.2.0.0.0.0.9.3.149.49.2.117.56 = '8173701d7c00913af002a3379
d4b150af9566f56a4dbde21dd778bb166a862494aa3a477e3b96e7d"'h

After this command is completed, the /etc/snmpdv3.conf file will be automatically updated after five
minutes on the SNMP agent side. You can also stop and start the SNMP daemon to update the file.
The following entry for user u8 will be dynamically updated in the /etc/snmpdv3.conf file:

USM_USER u8 000000020000000009039531 HMAC-SHA 4be657b3ae92beee322ee5eaeef665b338caf2d9
None - L nonVolatile

On the SNMP manager side, run the pwtokey command to generate the new authentication key
based on the new password to place in the /etc/clsnmp.conf file. In this scenario, we ran the following
command:

pwtokey -u auth -p HMAC-SHA newpassword 9.3.149.49

e -u auth specifies that only an authentication key will be created. If you are updating privacy keys as
well, use -u all.

* -p HMAC-SHA specifies the protocol that will be used in creating the authentication key. If you are
updating privacy keys as well, use -p all.

* The password used (in this case newpassword) must be the same as the password used when
generating new authentication keys with the pwchange command.

* The IP address used (in this case 9.3.149.49) must be the IP address where the agent is running.
The result gives the localized and non-localized authentication keys:
Display of 20 byte HMAC-SHA authKey:
79ce23370c820332a7f2c7840c3439d12826¢10d
Display of 20 byte HMAC-SHA localized authKey:
b07086b278163a4b873aace53aladca250913f91

Open the /letc/clsnmp.conf file with your favorite text editor and place the non-localized authentication
key in the line for the user whose keys are being updated. In this scenario, the entry is as follows:

testu8 9.3.149.49 snmpv3 u8 - - AuthNoPriv HMAC-SHA 79ce23370c820332a7f2c7840c3439d12826¢c10d - -

Save and close the file.
Test the updated configuration by running the following command:
clsnmp -v -h testu8 walk mib

where mib is a MIB variable to which user u8 has read access. In this case, user u8 has access to
internet.

Create a Local Alias for Mail

Creating local mail aliases allows you to create groups or distribution lists to which mail can be sent.

In this scenario, geo@medussa, mark@ zeus, ctw@athena, and dsf@plato will be added to the testers
mail alias. After the testers alias is created, glenda@hera will be given ownership of the alias.
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After the testers alias has been added to the /etc/mail/aliases file, the aliases database will be
recompiled using the sendmail command. After the database is recompiled, e-mail can be sent to the
testers alias.

Things to Consider

The information in this how-to was tested using AIX 5.2. If you are using a different version or level of AlX, the results
you obtain might vary significantly.

1. Open the /etc/mail/aliases file using your favorite text editor.

2. On a blank line, add the alias name, followed by a colon and a list of comma-separated recipients. For
example, the following entry defines the testers alias:

testers: geo@medussa, mark@zeus, ctw@athena, dsf@plato

3. Create an owner for the alias. If the sendmail command is unsuccessful in sending mail to the alias, it
sends an error message to the owner.
Add a line in the /etc/mail/aliases to specify the owner. The format for this line is owner-groupname :
owner, where groupname is the name of the alias and owner is the e-mail address of the owner. In this
example, glenda@hera is made the owner of the testers alias:

testers: geo@medussa, mark@zeus, ctw@athena, dsf@plato
owner-testers: glenda@hera

4. After the alias is created, run the sendmail -bi command to recompile the aliases database. You will
need to run this command each time you update your /etc/mail/aliases file.

You can now send e-mail to the testers alias.

Configure Domain Name Servers

In this scenario, a master name server, slave name server, and hint name server will be configured to
perform name resolution. Each name server will be a separate machine, and each will have an
letc/named.conf file configured, although the information in each will be different. The /etc/named.conf is
read each time the named daemon is started, and it specifies what type of server it is (master, slave, or
hint) and where it will get its name resolution data. Each of these name servers will be running BIND 8.

The master name server will be configured to provide name resolution for the abc.aus.century.com zone.
In this scenario, the IP address of the master name server is 192.9.201.1, and its host name is
venus.abc.aus.century.com. It will provide name resolution for the venus, earth, mars, and jupiter host
names. The /etc/named.conf file will be configured to specify that the named daemon should search the
lusr/local/domain directory for its data files. The data files that will be configured for the master name
server are named.ca, hamed.abc.local, hamed.abc.data, and named.abc.rev.

A slave name server will then be configured. The host name of the slave name server will be
earth.abc.aus.century.com, and its IP address will be 192.9.201.5. In the slave name server’'s
letc/named.conf file, we will specify the master name server’s address so that the slave name server can
replicate the master name server's named.abc.data and named.abc.rev files. In addition, the named.ca
and named.abc.local data files will be configured for this server.

A hint name server will then be configured. The hint name server will store a local cache of host name and
address mappings. If a requested address or host name is not in its cache, the hint server will contact the

master name server, get the resolution information, and add it to its cache. In addition, the named.ca and

named.abc.local data files will be configured for this server.

All information in the named data files (not the /etc/named.conf file) on the name servers must be in the
Standard Resource Record Format. For explanations about the information about the named data files,
see [Standard Resource Record Format for TCP/IP|in AlIX 5L Version 5.3 Files Reference
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The administrator for each of the name servers will be gail.zeus.abc.aus.century.com. This is specified
in the local data files on each name server. In addition, in this scenario, the root name server is
relay.century.com with IP address 129.114.1.2.

At the end of this scenario, name resolution will be provided for the hosts venus, earth, mars, and jupiter.
In addition, reverse name resolution (IP address-to-host name) will also be provided. When a request is
received that cannot be resolved, the master name server will contact relay.century.com to find the
information needed.

Things to Consider

The information in this how-to was tested using AIX 5.2. If you are using a different version or level of AlX, the results
you obtain might vary significantly.

Step 1. Configure the Master Name Server

1. On the master name server, open the /etc/named.conf file. If there is no /etc/named.conf file in the
letc directory, create one by running the following command:

touch /etc/named.conf
Do the following to configure the /etc/named.conf file:

a. Specify a directory clause in the options stanza. This enables the named data files to use paths
relative to the /usr/local/domain directory. In this scenario, the following was added:

options {
directory "/usr/local/domain";
}s

If you choose not to specify a directory here, the /etc directory will be searched for the necessary
data files.

b. To allow record data to be cached outside of the defined zones, specify the name of the hint zone
file. In this scenario, the following was added:
zone "." IN {
type hint;
file "named.ca";
}s
c. Add the following stanzas to specify each zone, the type of name server you are configuring, and
your name server's domain data file. In this scenario, the master server for both forward and
reverse zones is the following:
zone "abc.aus.century.com" in {

type master;
file "named.abc.data";

}s

zone "201.9.192.in-addr.arpa" in {
type master;
file "named.abc.rev";

}s

d. Define the name of the named local file. For example:

zone "0.0.127.in-addr.arpa" in {
type master;
file "named.abc.local";

bs
After editing the file, save and close it.

2. Open the /usr/local/domain/named.ca file. Add the addresses of the root name servers for the
domain. The following was added in this scenario:

; root name servers.
. IN NS relay.century.com.
relay.century.com. 3600000 IN A 129.114.1.2
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After editing the file, save and close it.
3. Open the /usr/local/domain/named.abc.local file. Add the following information:

« The start of authority (SOA) of the zone and the default time-to-live information. The following was
added in this scenario:

$TTL 3h ;3 hour

@ IN SOA venus.abc.aus.century.com. gail.zeus.abc.aus.century.com. (

1 ;serial
3600 ;refresh
600 sretry

3600000 ;expire
3600 ;hegative caching TTL
)
* The name server (NS) record. Insert a tab space at the beginning of the line; the named daemon
will replace the tab space with the zone name:

<tab> IN NS venus.abc.aus.century.com.
e The pointer (PTR) record.
1 IN PTR localhost.

After editing the file, save and close it.
4. Open the /usr/local/domain/named.abc.data file. Add the following information:

» The start of authority of the zone and the default time-to-live information for the zone. This record
designates the start of a zone. Only one start of authority record per zone is allowed. In this
scenario, the following was added:

$TTL 3h ;3 hour

@ IN SOA venus.abc.aus.century.com. gail.zeus.abc.aus.century.com. (
1 ;serial
3600 srefresh
600 sretry

3600000 ;expire
3600 snegative caching TTL
)
* The name server records for all master name servers in the zone. Insert a tab space at the
beginning of the line; the named daemon will replace the tab space with the zone name:

<tab> IN NS venus.abc.aus.century.com.
* The name-to-address resolution information on all hosts in the name server zone of authority:
venus IN A 192.9.201.1
earth IN A 192.9.201.5
mars IN A 192.9.201.3
jupiter IN A 192.9.201.7

Include other types of entries, such as canonical name records and mail exchanger records as
needed.
After editing the file, save and close it.
5. Open the /usr/local/domain/named.abc.rev file. Add the following information:

* The start of authority of the zone and the default time-to-live information. This record designates the
start of a zone. Only one start of authority record per zone is allowed:

$TTL 3h 33 hour
@ IN SOA venus.abc.aus.century.com. gail.zeus.abc.aus.century.com. (

1 ;serial
3600 ;refresh
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600 sretry
3600000 ;expire
3600 snegative caching TTL
)
« Other types of entries, such as name server records. If you are including these records, insert a tab
space at the beginning of the line; the named daemon will replace the tab space with the zone
name. In this scenario, the following was added:

<tab> IN NS venus.abc.aus.century.com.
* Address-to-name resolution information on all hosts to be in the name server’s zone of authority.
1 IN PTR venus.abc.aus.century.com.
5 IN PTR earth.abc.aus.century.com.
3 IN PTR mars.abc.aus.century.com.
7 IN PTR jupiter.abc.aus.century.com.

After editing the file, save and close it.
6. Create an /etc/resolv.conf file by running the following command:

touch /etc/resolv.conf

The presence of this file indicates that the host should use a name server for name resolution.
7. Add the following entry in the /etc/resolv.conf file:

nameserver 127.0.0.1

The 127.0.0.1 address is the loopback address, which causes the host to access itself as the name
server. The /etc/resolv.conf file can also contain an entry similar to the following:

domain abc.aus.century.com

In this case, abc.aus.century.com is the domain name.After editing the file, save and close it.

8. Use the smit stnamed SMIT fast path to enable the named daemon. This initializes the daemon with
each system startup. Indicate whether you want to start the named daemon now, at the next system
restart, or both.

Step 2. Configure the Slave Name Server

To configure a slave name server, use the following procedure. You will edit a series of files and then use
SMIT to start the named daemon.
1. On the slave name server, open the /etc/named.conf file. If there is no /etc/named.conf file in the
letc directory, create on by running the following command:
touch /etc/named.conf
Do the following to configure the /etc/named.conf file:
a. Specify a directory clause in the options stanza. This enables the named data files to use paths
relative to the /usr/local/domain directory. In this scenario, the following was added:

options {
directory "/usr/local/domain";
}s

If you choose not to specify a directory here, the named daemon will search the /etc directory for
the necessary data files.

b. To allow record data to be cached outside the defined zones, specify the name of the hint zone file
for the name server :
zone "." IN {
type hint;
file "named.ca";
}s
c. Specify the slave zone clauses. Each stanza includes the zone type, a file name to which the name
server can back up its data, and the IP address of the master name server, from which the slave
name server will replicate its data files. In this scenario, we added the following slave zone clauses:
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zone "abc.aus.century.com" IN {
type slave;
file "named.abc.data.bak";
masters { 192.9.201.1; };
}s
zone "201.9.192.in-addr.arpa" IN {
type slave;
file "named.abc.rev.bak";
masters { 192.9.201.1; };
}s
d. To support resolving the loopback network address, specify a zone of type master with a source of
named.abc.local, as well as the domain for which the name server is responsible.
zone "0.0.127.in-addr.arpa" in {
type master;
file "named.abc.local";
}s
After editing the file, save and close it.
Edit the /usr/local/domain/named.ca file.

This file contains the address server that is the root domain server of the network. In this scenario, the
following was added:

; root name servers.
. IN NS relay.century.com.
relay.century.com. 3600000 IN A 129.114.1.2

After editing the file, save and close it.
Open the /usr/local/domain/named.abc.local file. In this scenario, the following was added:
e The start of authority (SOA) of the zone and the default time-to-live information:

$TTL 3h ;3 hour

@ IN SOA earth.abc.aus.century.com. gail.zeus.abc.aus.century.com. (

1 ;serial
3600 srefresh
600 ;retry

3600000 ;expire
3600 ;negative caching TTL
)
* The name server (NS) record. Insert a tab space at the beginning of the line; the named daemon
will replace the tab space with the zone name. For example:

<tab> IN NS earth.abc.aus.century.com.
e The pointer (PTR) record.
1 IN PTR localhost.

After editing the file, save and close it.

Create an /etc/resolv.conf file by running the following command:
touch /etc/resolv.conf

Add the following entry to that file:

nameserver 127.0.0.1
domain abc.aus.century.com

After editing the file, save and close it.

Use the smit sthamed SMIT fast path to enable the named daemon. This initializes the daemon with
each system startup. Indicate whether you want to start the named daemon now, at the next system
restart, or both.
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Step 3. Configure the Hint Name Server

To configure a hint, or cache-only, name server, use the following procedure, which edits a series of files
and then uses SMIT or the command line to start the named daemon.

1.

On the hint name server, edit the /etc/named.conf file. If there is no /etc/named.conf file in the /etc
directory, create one by running the following command:

touch /etc/named.conf
Do the following to configure the /etc/named.conf file:

a. Specify a directory clause in the options stanza. This enables the named data files to use paths
relative to the /usr/local/domain directory. In this scenario, the following was added:

options {
directory "/usr/local/domain";
}s

b. To support resolving the loopback network address, specify a zone of type master with a source of
named.abc.local, as well as the domain for which the name server is responsible. In this example,
the options directory keyword was specified in the /etc/named.conf file.

zone "0.0.127.in-addr.arpa" IN {
type master;
file "named.abc.local";
}s
c. Specify the name of the cache zone file. For example:

zone "." IN {
type hint;
file "named.ca";
}s
After editing the file, save and close it.
Edit the /usr/local/domain/named.ca file.

This file contains the addresses of the servers that are authoritative name servers for the root domain
of the network. For example:

; root name servers.
. IN NS relay.century.com.
relay.century.com. 3600000 IN A 129.114.1.2

After editing the file, save and close it.

Edit the /usr/local/domain/named.local file. In this scenario, the following information was added to
this file:

* The start of authority (SOA) of the zone and the default time-to-live information:
$TTL 3h 33 hour

@ IN SOA venus.abc.aus.century.com. gail.zeus.abc.aus.century.com. (

1 ;serial
3600 srefresh
600 sretry

3600000 ;expire
3600 snegative caching TTL
)
* The name server (NS) record. Insert a tab space at the beginning of the line; the named daemon
will replace the tab space with the zone name:

<tab> IN NS venus.abc.aus.century.com.
* The pointer (PTR) record.
1 IN PTR localhost.

After editing the file, save and close it.
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4. Create an /etc/resolv.conf file by running the following command:
touch /etc/resolv.conf
5. Add the following entry to that file:

nameserver 127.0.0.1
domain abc.aus.century.com

After editing the file, save and close it.

6. Use the smit stnamed SMIT fast path to enable the named daemon. This initializes the daemon with
each system startup. Indicate whether you want to start the named daemon now, at the next system
restart, or both.
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Chapter 2. Communications and Networks Overview

This chapter presents the conceptual foundation for understanding computer networking in general.
System administrators unfamiliar with general networking principles need to read this chapter. Those
familiar with UNIX® networking can safely skip this chapter.

A network is the combination of two or more computers and their connecting links. A physical network is
the hardware (equipment such as adapter cards, cables, and telephone lines) that makes up the network.
The software and the conceptual model make up the logical network.

This overview provides the following information on networks:
+ [‘Communications Functions Introduction’]

[‘Network Introduction’]

[‘Physical Networks Introduction” on page 27|

[‘Network Systems and Protocols” on page 27|

+ [‘Communicating with Other Operating Systems” on page 29

Communications Functions Introduction

Networks allow for several user and application communication functions. For example, they enable a user
to do the following:

» Send electronic mail (e-mail)

* Emulate another terminal or log in to another computer

» Transfer data

* Run programs that reside on a remote node.

One of the most popular applications for computer networks is e-mail, which allows a user to send a
message to another user. The two users may be on the same system (in which case a communications
network is not needed), different systems in different buildings, or even in different countries.

Through a communications network, one computer can mimic another and access information as if it were
a different type of computer or terminal. Remote login capabilities allow users to log in to a remote system
and access the same programs and files as if they were using the machine locally.

Networks also allow for the transfer of data from one system to another. Files, directories, and entire file
systems can be migrated from one machine to another across a network, enabling remote backup of data,
as well as assuring redundancy in case of machine failure.

Several different protocols exist that allow users and applications on one system to invoke procedures and
applications on other systems, which is useful when distributing the burden for computer-intensive
routines.

Network Introduction

The complexity of modern computer networks has given rise to several conceptual models for explaining
how networks work. One of the most common of these models is the International Standards
Organization’s Open Systems Interconnection (OSl) Reference Model, also referred to as the OSI
seven-layer model. The seven layers of the OSI model are numbered as follows:

7 Application
6 Presentation
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Session
Transport
Network
Data Link
Physical

- N WO

Levels 1 through 3 are network-specific, and differ depending on what physical network you are using.
Levels 4 through 7 comprise network-independent, higher-level functions. Each layer describes a particular
function (instead of a specific protocol) that occurs in data communications. The seven layers function
from lowest level (machine level) to highest level (the level at which most human interaction takes place),
as follows:

Application Comprises the applications that use the network.

Presentation Ensures that data is presented to the applications in a consistent fashion.

Session Manages the connections between applications.

Transport Ensures error-free data transmission.

Network Manages the connections to other machines on the network.

Data Link Provides reliable delivery of data across the physical layer (which is usually inherently
unreliable).

Physical Describes the physical media of the network. For example, the fiber optic cable required for a

Fiber Distributed Data Interface (FDDI) network is part of the physical layer.

Note: While the OSI Reference Model is useful for discussing networking concepts, many networking
protocols do not closely follow the OSI model. For example, when discussing Transmission Control
Protocol/Internet Protocol (TCP/IP), the Application and Presentation layer functions are combined,
as are the Session and Transport layers and the Data Link and Physical layers.

Each layer in the OSI model communicates with the corresponding layer on the remote machine as shown
in the OSI Reference Model figure.

Application

Presentation | Header| Data |
Session [ Header] Data |
Transport | Header| Data |
Network [Header | Data |

Data Link [ Header] Data | Footer |
Physical [ Header] Data |

= N W ~, OO O N

Figure 1. OSI Reference Model. This illustration shows the various communication levels of the OSI Model as
described in the above text.

The layers pass data only to the layers immediately above and below. Each layer adds its own header
information (and footer information, in the case of the Data Link), effectively encapsulating the information
received from the higher layers.

Individual users as well as organizations use networks for many reasons, including:
» Data entry

» Data queries

* Remote batch entry
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* Resource sharing
* Data sharing
» Electronic mail.

Data entry consists of entering data directly into either local or remote data files. Increased accuracy and
efficiency are natural by-products of a one-step data transfer. Data queries entail searching data files for
specified information. Data updating involves altering, adding, or deleting data stored in local or remote
files. Remote batch entry consists of entering batches of data from a remote location, an activity often
performed at night or during periods of low system usage. Because of such diverse capabilities,
communications and networks are not only desirable but necessary.

Sharing resources is another function of networks. Users can share data as well as programs, file-storage
space, and peripheral devices like printers, modems, terminals, and fixed disks. Sharing of system
resources is cost effective because it eliminates the problems of keeping multiple copies of programs and
it keeps data consistent (in the case of program and file sharing).

Physical Networks Introduction

The physical network consists of the cables (coaxial cable, twisted pair, fiber optic, and telephone lines)
that connect the different hardware residing on the network, the adapter cards used on the attached hosts,
and any concentrators, repeaters, routers, or bridges used in the network. (A host is a computer attached
to the network.)

Physical networks vary both in size and in the type of hardware used. The two common kinds of networks
are local area networks (LANs) and wide area networks (WANs). A LAN is a network where
communications are limited to a moderately sized geographic area of 1 to 10 km (1 to 6 miles), such as a
single office building, warehouse, or campus. A WAN is a network providing data communications
capability throughout geographic areas larger than those serviced by LANSs, such as across a country or
across continents. An intermediate class of networks exists also, called metropolitan area networks
(MANSs). This guide does not generally distinguish MANs; they are grouped with WANS.

LANs commonly use Standard Ethernet, IEEE 802.3 Ethernet, or token-ring hardware for the physical
network, while WANs and asynchronous networks use communications networks provided by common
carrier companies. Operation of the physical network in both cases is usually controlled by networking
standards from organizations such as the Electronics Industry Association (EIA) or the International
Telecommunication Union (ITU).

Network Systems and Protocols

All network communications involve the use of hardware and software. Hardware consists of the physical
equipment connected to the physical network. Software con