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Preface

Scope and Audience of this Manual

This manual is infended for Operators who monitor and manage Bull servers using Bull
System Manager, and in particular via the Bull System Manager Console. It comprises the

following chapters:

Highlighting

Chapter 1

Chapter 2

Chapter 3
Chapter 4

Chapter 5

About Bull System Manager

presents Bull System Manager architecture and components.

Getting Started

explains how to use Bull System Manager to perform basic monitoring
and management tasks.

Using Bull System Manager Console

describes Bull System Manager Console functionalities and use.

Using Bull System Manager Console Applications

describes Bull System Manager Console applications and use.
Categories and Services Reference List

describes Bull System Manager monitored categories and default
services, according fo operating system and hardware

The following highlighting conventions are used in this manual:

Bold Identifies commands, keywords, files, structures, directories, and other
items predefined by the system. Also identifies graphical resources such
as buttons, labels and icons that the user selects.

Italics Identifies chapters, sections, paragraphs and book names to which the
reader must refer for more information.

Monospace Identifies examples of specific data values, examples of text similar to
what you might see displayed, messages from the system, or
information you should actually type.

Note Important information

Related Publications

For more information about Bull System Manager, please refer to:
Bull System Manager Installation Guide (Ref. 86 A2 54FA)
Bull System Manager Administrator’s Guide (Ref. 86 A2 56FA)

Bull System Manager Remote Hardware Management CLI Reference Manual

(Ref. 86 A2 58FA)

Bull System Manager Server Add-ons Installation and Administrator’s Guide
(Ref. 86 A2 59FA)
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e Restrictions and known problems are described in the associated Release Notes

document (Ref. 86 A2 57FA).

e For information about the Open Source products used by Bull System Manager, please
refer to:

http://www.nagios.org (for Nagios product)

http://www.webmin.com (for Webmin product)
http://www.mrtg.hdl.com (for MRTG product)
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www.nagios.org
www.webmin.com
www.mrtg.hdl.com

Chapter 1. About Bull System Manager

1.1 Scope

Bull System Manager is the graphical interface tool used to manage Bull servers. It provides
two main functions:

Supervision (Monitoring, Reporting, Information)

System resources are supervised, and when any anomalies are detected, the entities
defined for notification will be notified. An interface is also provided that displays all the
important data.

Administration (Remote Control)

BSM can be used to configure target hosts, and to execute actions on these hosts via the
Operating System or via a Hardware Management tool.

80 Fie Views Tools Notification

: eggcu:num \ - Inventory
T Reporting | R e S | ———

= M nsmaster

E-mail, SNMP, trap

@ Bull Maintenance Status | —— T
(B Lirasanics, | —— . ] —| Alerts
B spaly . . == = - —
B g
a:s:?ngmm/’Monltorln'Fﬂﬂ:f_ e Tl‘ends

¢ Sslernload

& spplicaien
[ securiy

3 vstem
% ¢ Logicsi0iE
= ﬁSg'slemLusd

@ cru
@wmy  Remote OS Contr

= ¢ windowsSenices

Remote Hardware Management

" VNC, telnet ...

E— S\

ARMC, ESMPRO,

Figure 1-1  Overview of Bull System Manager functions
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1.1.1

2

Four roles, with a different set of rights, are defined in Bull System Manager Server, as

described below:

BSM Console
Globadl Host Host
BSM BSM monitoring Monitoring
Role ) . Remote
Configuration | Control | control menu | control menu .
Operation
(at the tree
menu
root)
Administrator | Write Yes Yes Yes Yes
BSM- Write Yes Yes Yes No
Administrator
System- ReadOnly No No Yes Yes
Administrator
Operator ReadOnly No No Yes No
Table 1-1.  Users, Roles and Functions

Supervision Features

e Host Monitoring

Checks if the target host is accessible (via the ping command).

e Monitoring Services

Monitors OS CPU load, memory usage, disk usage, number of users, processes and
services execution, HTTP and FTP services.

Thresholds are used to assign a state (OK, WARNING, CRITICAL, UNKNOWN) to

hosts and to each element monitored.

Alerts (in a log file) and notifications (by email) are generated when anomalies occur
or when normal states resume (return to OK state).
Monitoring Services are classified into the following Monitoring Categories:
Systemload, Filesystems, Eventlog

e Hardware Monitoring

—  NovaScale servers obtain a hardware status via a call to the IPMI Out-of-Band

access.

- novascale bullion servers obtain a hardware status via a call to EMM (IPMI).

—  Blade servers obtain a hardware status via a call to CMM.

—  Escala servers obtain a hardware status via a call to HMC or IVM.

—  Express 5800 servers obtain a power status via a call to the RMC Management

Card.

e Virtualization Monitoring

—  Escala LPARs obtain a virtualization status via a call to HMC or IVM.
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Selectable View Displays

The presentation of different hosts and monitoring service views. A view is a tree
structure that can display:

—  the entire host list

— managers and the hosts they manage

—  host groups
From each tree node, the user can display detailed information about a host or a
service, according to the User role (Administrator or Operator).

Group Definitions

It is possible to define Host groups so the server infrastructure can be organized as a
tree.

Functional domain filter Definitions

Service groups can be defined to filter topological trees and maps in order to obtain
monitoring information for a specific functional domain (Hardware, Operating System,
Network, Storage, efc.).

Alerts

Notification of problems via email, SNMP traps or Bull format autocalls.

Selectable Map Displays

Presentation of host groups (with the status of their hosts and monitored services) using
different maps.

A map is a layout, in general with a background image, which displays associated
host groups. Host groups are located at specified positions (x, y) on the map, and
display the status of associated hosts and monitoring services.

From a host group, the user can display detailed information about all the associated
hosts.

1.1.2 Administration Features

Eventhandling mechanism based on status changes.

Webmin Management Tool for Linux hosts

Webmin is an Open Source product that gives OS information (regarding users, file
systems, etc.) or executes OS commands, in a graphical environment, locally on the
Linux target hosts.

Remote Operation Tools
telnet to access Linux and Windows hosts.
Rdesktop or UltraVNC to access Windows hosts. UltraVNC is an Open Source
product that allows you to take control of a remote host, within its own Windows
environment.

Hardware Manager Calls
PAM for NovaScale 5000 and 6000 Series platforms
CMM for NovaScale and Evolutiveline Blade Series Chassis platforms
HMC for Escala PL servers
BMC (or iDRAC) for NS T800 and NS R400 servers
ARMC for Express 5800 servers
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Targeted systems can be powered on/off via these managers and Bull System
Manager provides a single Hardware Management GUI for basic tasks.

e Virtualization Manager Calls
ESX web GUI or VirtualCenter for VMware ESX platforms
IVM or HMC for Escala LPAR platforms

e  Storage Manager Calls
Embedded Storage Manager GUI for the storage bays.

4 BSM 1.3 - User's Guide



1.2

1.2.1

1.2.2

1.2.3

1.2.4

1.2.5

Basic Definitions

BSM local Console

The BSM local Console is used to manage locally configured hosts on a BSM server node.

BSM global Console

The BSM global Console is used to manage all configured hosts on a set of BSM servers,
linked between them via a centralized DataBase containing configuration and exploitation
information.

Service

A service monitors specific system items. Monitoring agents compute the status (OK,
WARNING, CRITICAL, UNKNOWN or PENDING) and status information (a message

providing more details regarding the status) for each service.

Example
The CPU service monitoring the status of the CPU usage will display a message similar to
that below:

CPU Load OK (1mn: 8%) (10mn: 5%)

Category

A category is a container for a group of services.

Example
The Systemload category for Windows systems contains both the CPU and Memory
services.

Functional domain filter (or Servicegroup)

A service group is a list of instantiated services that can be used to filter topological views
and maps.

Example
The OperatingSystem service group includes all services that monitor OS items (meaning all
categories that monitor the Operating System).

By default, BSM provides the following list of functional domains: Hardware,
OperatingSystem, Storage and Network.

Note

These functional domains are not activated by default
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1.2.6

1.2.7

6

Other functional filters are provided by BSM Server AddONGs (e.g. Virtualization).

View

A view displays the monitored hosts as a set. Views differ in structure and granularity, but
they all display hosts and the status (OK, WARNING, CRITICAL, or UNKNOWN) of their
services, and associated services monitored, in a graphical format, classified into
categories under the host node.

The views will display only what a user wants to see at a given time, for example, the
Hosts view, and not the Managers or Host groups views.

Notes

e According to the configuration, a category may or may not be present. For more
details, refer to the Administrator’s Guide

e The menus for each type of node in a view are described later in this manual.

Map

A map can be used to display the status for a grouping of host groups (and their monitored
hosts) on the screen.

In general, the map has a background image and the host groups are located at specified
positions (x, y) on the map. Maps differ in appearance, but they all display host groups
graphically indicating the status for the service, calculated from the status of the associated
hosts and services that are monitored.

When you zoom in on a host group, you can view the associated hosts and the overall
service status (derived from the worst service status for all the associated services
monitored).

The advantage of maps is that display only what a user wants to see for a given context.

As Administrator, you can create customized maps for host groups in different contexts.
Refer to the Administrator’s Guide for details.
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1.3

Bull System Manager Components

Bull System Manager is based on a 3 tier architecture:

Monitoring Console

This web-based application running in a browser (Internet Explorer or FireFox)
accesses the monitoring data collected using web technology. There are two types of
BSM consoles: the local one and the global one. (see section 1.2)

Monitoring Server
Collects, processes, and stores monitoring and reporting data. It runs on both
Windows and Linux platforms.

Monitoring Agent
Contains the basic programs, used to obtain monitoring and inventory information. It is
installed on each target system.

Bull System Manager comprises the following Open Source software:

Nagios, SNMPTT, ...
For the monitoring functions

MRTG

For the reporting indicators functions

Webmin

A Linux administration tool (a standard Webmin package and a Bull System Manager
Webmin restricted to obtaining information).

UltraVYNC Server

For remote operation on Windows hosts.

IPMltool

For remote operation on hardware systems that contain Intel BMCs (Baseboard
Management Controller).

Bull System Manager also comprises an optional component for scripting applications for
Linux platforms:

Hardware Commands

A Command Line Interface (CLI) for remote hardware management, providing an easy
interface for automating scripts to power on/off, or to obtain the power status for a
system.

These commands can only be used on:
—  Express 5800 servers

—  NovaScale series servers

— novascale bullion servers

—  bullx servers

—  Bull Blade servers

—  Escala servers
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1.4  Bul System Manager and Security

The security of Bull System Manager is ensured by a combination of secured applications
that use authentication and profiling (role based) mechanisms.

1.4.1 Authentication

Each Bull System Manager application uses a user/password or single password
authentication mechanism for access. Users are defined on the Bull System Manager
server.

1.4.2 Role-based Management

Each Bull System Manager Console user is associated with a role (or set of functionalities).
See section 1.1.
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Chapter 2. Getting Started

This chapter explains how to use Bull System Manager for basic monitoring and
administration tasks.

2.1 Starting the Console

See Chapter 6 of the Installation Guide for details on how to launch the console and the
applications.

2.1.1 Differences between local and global Console

Even if some contextual menu are absent in the global console (generally due to the
localization of the associated URL), both consoles are very similar.

2.1.2 Console Basics

Title Bar Supervision Area Administration Tools

v = By Syte [ damager 1.0.3 - Console - Microsolt Internek Explorer

n BEM Caonsole e

S =TET)
MERE

H & Tree ‘Wieicome bto Bull Sysiem Manager
Supervision [| 20 V
Mode @ Alerts SRMURT cola
Login Arrninisirator
ESH Toals Hoie Agrminisirater

A |
BSM Tools [ ]| [<]

Bull Tools:
S

Bull Tools | |

Other Tools |

] [ [l Lncal et P

Figure 2-1  Bull System Manager console
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2.1.3

2.1.3.1

10

The Bull System Manager console is divided into the following functional parts:

Title Bar

Displays the server name.

Administration Tools Enable access to the following administration tools:

Supervision Mode

Supervision Area

BSM Tools

Bull Tools

Other Tools

Bull system Manager focus (if needed, only in local console)

Bull System Manager configuration tool (only in local console)

Bull System Manager documentation

Bull System Manager download page

Bull System Manager Server control (only in local console)

Display of server information: Netname, Date/Time, Login, Role (and
Global server for global console).

Allows you to choose one of the three supervision modes:

Supervision using a tree
Supervision using a map
Supervision using alerts

Displays information about the resources monitored, related to the type
of supervision (see Supervision Information, on page 57)

Enables access to the Bull System Manager Tools (only in local
console):
Reports, Hardware Management.

Enables access to the Bull Applications:

Bull Support, Cassatt Controller, Cassatt Manager, BPRSE, BPREE, ARF

Enables access to external applications

Bul System Manager Authentication and Roles

Bull System Manager applications must be authenticated.
The authentication type varies according to the web Server (Apache) See the following
paragraphs for more information.

Note

To change the Bull System Manager authentication state, close all the web browser
windows that are open, and start a new session for the browser. Otherwise, the browser
will retain the existing authentication context.

Role Based Management

The authenticated user type will have a different user profile or role. See section 1.1

Note

User roles can be only configured by the Administrator. Refer to the Administrator’s Guide

for more details.
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2.1.3.2 Bul System Manager Server User Authentication — Linux & Windows

Apache server authentication

A default Apache user called bsmadm (password bsmadm) is created when Bull System
Manager Server is installed. This user is not a Linux user and will only be used contextually
by Apache Server.

Connect to 172.31.50.90

Bull Svstem Manager Configuration Authentication Access

User narne: I ﬂ bsmadm j

Password: | sessns

[ Remember my password

K I Zancel

Figure 2-2  bsmadm user authentication — Linux

The users database is stored in the following file:
/opt/BSMServer/core/etc/htpasswd.users

Adding a New User / Modifying a Password

You can use the BSM configuration WEB GUI to add a new user or to modify a password
on the Apache server:
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2.2 Displaying Monitoring Information

2.2.1 Starting with the Tree mode

Notes Tree Mode concepts are explained in detail in Chapter 3.

e When the Console is started, the default view is opened, i.e. the Hosts view, displaying
all the hosts declared at the same level.
By clicking on £ , you can load four other views: the Hostgroups view, the
HardwareManager view, StorageManager view or the VirtualManager view.
As the Administrator, you can change the default view.

The left part of the console is a tree representing all the platforms managed. It can be
expanded, as shown below:

£ N g

ﬂ Hosts i Lewel O : Root |
&8 AlX_factory
B & frels1704 | Level 1 : Host |
B G Eventlog —| Lewel 2 : Categary |
i) Application
i) Security

i) System 4' Lewvel 3 : Monitored Service |

= ¢ LogicalDisks
{3 Al
= ¥ MetworkAdaptors
i) MIC_Status
= ¥ Systemload
@ cPu
i) hemony
& WindowsServices
= frelsB260

staixl 2
staix1 8

Figure 2-3  Example of expanded Hosts tree

A Service is a Monitored Entity and the color of the icon indicates the status for the service:
red (critical), orange (warning), magenta (unknown) or green (OK).
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Each icon is divided into two sections:

e The top left section indicates the status of the host or service,

e The bottom right cascades the subtrees.

For instance, for a Host node, when there is a service status change, the color of the
bottom right corner of the category icon changes to reflect this change.

The color of the top left corner of a host icon indicates if this host is responding or not
(following a ping command).

Example
The top left corner of the nsmaster host node is green because it responds to the ping

command and the bottom right corner is green because all its services are ok.

A Category is a node that groups the services monitored logically. The overall Category
status is determined by the most critical service status for the sub services or hosts.

Using a Functional domain filter with the Tree mode

For each tree, you can apply a functional domain filter from the menu, as shown in the
graphic below:

—r—T—T—=]
RSEREE

{3 Ho

B B ¢ no Filter

OperatingSyste
Storage
Hetwork

&P MetworkAdaptars
¢ SysternLoad
& WindowsSenices

Figure 2-4  Example of functional filter menu

Thus, all contextual applicative frames will apply this functional domain filter for their
content.

Notes

The filter Menu can be used at any time, and applied to any topological level, in a tree
or a map.

e Once selected, the filter will be active until it is unselected (no Filter setting)
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The graphic below shows the use of the OperatingSystem filter for a NovaScale host:

@ Map
@ Alerts

la
E

Bull Tools
[

5 ENRRR

LB INE

[
{dl Hosts (OperatingSystern)
= & frcls0564
B ¢ Eventlog
[ Application
[ security
[ System
[ wrono
B ¢ LogicalDisks
(= Ll
B & ystemLoad
3 cru
[ Mermary
B & windowsSerices
[ EventLog
& incass
& nsmaster
Bl risTa10F2
= e

= HOST:frels0564 &
Monitoring
| Host Status | Senice Status || Contral |

Selected Host
Services =

Click on status links to display the selected senices

Last Updated: 12-01-2010 14:12:06

Service details Undated every 120 seconds

Service Status  Last Check Duration Information
EvertLog Application 0K dohomdisago Ddzh20mats  rg N0 new everts forthe
Eventlog Security OK | 0d0h4m38s ago 107 20h 42m 4gs Of N2 new events for the
EvertLog System 0K donam3Ssegn Dd23MdaImBs  rg honow everts forthe
EvertLaq V7000 OK | 0d0h2md2sago Od2h2omdzs  Of N2 new events forthe
Logicalisks All 0K donim3ssago 114010haamsss Horo Ofcol dsks (6,0
Systernl oad CPU BK | 0 0n dm 31 a0 1074 20 42m 515 g COSADK (1M 11%)
Memory Usage OH (total
Systeml oad Memory 0K 0d0h3ma0sago 107d 20h 42m 50s %g%ﬂ?}é:iagégﬂagyb-
(physical: 10150
WindowsServices Fuentl oq OK | 0d0h2m3Bsago 26d5h24md3s  O-Evertiog

8 Matching Service Entries Displayed ( fiter: Service Status PENMNG OK WARHING UNKHOWH CRITICAL)

‘g‘] Terming

L et

Figure 2-5 OperatingSystem domain filter use

Only Categories whose monitoring domain is Operating System are displayed.
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223

223.1

Tracking Problems

When a problem occurs, it is useful to know if it has occurred previously, and if so, how

often.

Bull System Manager provides several different ways to track and analyze problems.

Alert History

From the Applications Window, click Reporting > Alert History. The screen below appears
(in this example, the host is called FRCLS8004).

ds8004.frcl.bull.fr - Bull System Manager 1.0.2 - Console - Microsoft Internet Ex

BSM Tools

& ]

File ‘iews Tools

QO REFWH

(all Hosts

=5 I A

5’ AlXSenices
=Gl FileSystems
A
E}-@) Hardware
- Byslog

D Errars
B3 SysternLoad

B FRCLSE004

L:]@) EventlLog

) Application
) Security

L system

[ (‘9 LogicalDisks
[}-6’ SystemlLoad
B Windows Services

EHEl MeTez0

E}-@) EventlLog
- Hardware
[}-5) LogicalDisks
(3 SysternLoad

[ (‘9 WindowsServices

{2 SERVICE: FventLog.Application on FRCLS8004

Reporting

| Alert History | Motifications | Availability | Status Trends | Indicators Trends |

3 | SRR |
El [FROLS2004 -1

Matching Alerts

Time Host
13-10-2008 14:5224  FRCLSE004

13-10-2008 14:17:34  ERCLSG004

13-10-2008 11:17:44  FRCLSE004

13-10-2008 11:07:44  FRCLEE004

13-10-2008 10:37.54  FRCLSE004

13-10-2008 10:27.54  ERCLSG004

13-10-2008 10:02:54 FRCLSA004

13-10-2008 09:42:54  FRCLEE004

12-10-2008 17:5934  FRCLSE004

Alerts type

Alerts level All

Hosts and Services -

I Mot ackmowledged
- ¥ Histary

Report Period | Last 24 Hours -

M Items: |1 [

Senvice
Evertlog Application

Evertlog Application
Ewertl og Application
Evertlog.Application
Evertlog Application
Evertlog Application
Evertl og.Application
Evertlog.Application

Evertlog Application

0K

0K

0K

0K

0K

State  Count

il

]

Apply | Reset |

Last Updated: 13-10-2008 14:52:43
Updated ewvery 120 seconds

Information
OK: no new events for the last 10 mn

G new events for the last 10 mn!
mozt significant are:
Warn - 610 0 from snmptrapd

Ok no new everts far the last 10 mn

3 newy events for the last 10 mnl
most significant are:
Warn - 310 0 from snmptrapd

OK: no new events for the last 10 mn

4 new events for the last 10 mn!
mozt significant are:
Warn - 4 10 0 from snmptrapd

COH: no new events for the last 10 mn

1 newy events for the last 10 mnl
most significant are:
Warn - 1 10 0 from snmptrapd

OK: no new events for the last 10 mn

3 new events for the last 10 mn!

l_l_l_ .\3 Local intranet 4

=

Figure 2-6  Alert History window

The Alert History shows all previous alerts for this service for different periods. Service
information is also logged; this data can be used for the decision-making process
regarding corrective actions.
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2.2.3.2 Status Trends

The Alerts and Trends functions use monitoring logs to display the monitoring history:
o Alerts shows events.

e Trends shows a status graph for a defined period.

In the example shown in Figure 2-6, the monitored system is FRCLS8004. The tree displays
WARNING states for the Eventlog.Application service. Click Application to display
additional status information.

=1e %)

&RB3E
File Wiews Tools = e
L Tren '
@ Map 18 Hists 2 SERVICE: EventiLog.Application an FRCLSA004
& Alerts 5 nm Hiva Klanfnring
- | Senvice Slatus || Cordol
< B reis 26E
=! '] - ; 4 10-B00% 15182
I FroLsanos Service dedail t;ﬂll-llsg'-:'b::rwl12':ll shanis !
= ¢ Ewerilog .
BSH Toals Service Slatus Last Check Durati s
2 hpglication 2z ven foc e it 1 et
Evirl m-lﬂh O O 7l 252 O O Bl 252 o’ § 3 3
|:| . — b ; o e - 210 0 from snengdragd
Bl Evstem
@ * ﬂ LogicalDisks
| o (B SvaternLoad
= G windowsSenices
= -. nsmashar
mﬂ. Bl narezo
v

Figure 2-7  Status Information for an instance of the Eventlog.Application service
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Click Reporting > Status Trends if you would like to know how often, and when, this
situation has occurred previously. A screen similar to that below will appear.

- B reis 268

= B rroLsaooy

= (B Everilop
2 Application
I sty
B svsem

i ﬂmui:ﬂﬁlsm

= ¢ Svaternlosd

= G} windowsSenices

o= . nsmasher
M = Bl natzzn

SR Operations
| Opesaling Syslemi=|
Il
Feport Perict | Last 24 Howrsr = .Pppbl
From 13-10:200% 15:14:21 b 18 10:0005 151420 fduration 16 00 0n )
Chromalogy
I
U s
L ica B 5
o 3 13 13
L £ an o &4
BH g 83 # %3
a& = z5 4 ]
o9 I in 3 A
i b EE E iE
£ k= ix Fx
Aorailability
% Time O  Tima Warrdnsg % Timea Linknossn % Time Criical % Tims Incketarminata
[ | s T oo oo
=

]

(2 SERVICE: EverntLog.Application an FRCLSAN04

*
i

&
[T Modims s

Figure 2-8  Example of Status Trends for Eventlog.Application service (last 24 hours) -

The graph of the service for the previous 24 hours, in the example above, shows that BSM
has registered some Eventlog.Application warnings during this time.
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224 Viewing More Information
The Applications Window displays more information, as and when requested by the
Administrator via menu items or links.

e Click a node in the Tree Window to display basic monitoring information, according
to the node type.

e Rightclick a node in the Tree Window to display a pop-up menu giving access to all
the operations available for that node.

e Click an option in the secondary level menu in the Applications Window to access
additional information for that node.

Example

When you click the FRCLS8004 node, the following screen appears, indicating that the
status for this host is UP:

File Views Tools € 2 0 R o+ m@ =
(@l Hosts 2 HOST: FRCLSB004 &
Monitoring
B Hy4
!gﬁ.MB ) Host Status | Senice Status || Control
Ll BMiCEs
= Gl FileSystems Host detail U dated svery 120 ssoomds
i L Host  Status LastCheck  Duration ifarmation
'gHard“'a'e eisooos [ odonim1asago onsanaes [ - Pectetloss = 0%, RTA -
=Gl Syslog :
. Efrors
0l SystemlLoad : .
ia yetemo3 Applicative double
= & rrReLSBO04 .
-8 level menu:
i :E“‘“g information on the
Application
systemn
. Security
B system
=-¢# LoglcalDisks
I G# SystemLoad
& qﬁ WindorwsSerices
=8l nsTaz0
v

Figure 29  Host status display - example
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From the Applications Window, click Hardware Information > Inventory to display the host

hardware inventory.

4 = DL ENE!] Q0 il wlE =
@ Map (dl Hosts = HOST:FRCLS3104 i
@ Alerts ﬁfrulsﬂm Inventory
| Platform~ | Operating System~ | Refresh Inventary |
& frels2681 =
BSM Tools & FReLS3104 Last inventory : 04/14/2009 11:44:51
@ PROCESSOR(S)
Type Processor Speed {Mhz) Number
Intel(R) Pentiumi(R) 4 CRU 2.60GHz 2600 1
Bull Tools
.
E MEMORY I
Caption Description Capacity (MB) Purpose Type  Speed Slot number
Physical Memory Array  Fhysical Memaory Array 0 Systermn Memory  Empty slat 4
Physical Memory A1 (Mo ECC) 1024 Systern Memory  SDRAM H
v Physical Mermory A0 (Mo ECC) 256 Systermn Memory  SDRAM 1
Physical Memory A2 (Mo ECC) 256 System Memory  SDRAM 3
BIOS
Serial Manufacturer Model B105 BIOS Version BLOg
number Manufacturer Date
IntelR: - 42302631; AwardBIOS v6 00PG;Phosnix -
HEC Computers  POWERMATE Phoenix i J
102214990006 o e i Technologies, LTo AWardBIOS v6.00RG;Phoenix - AwardBIOS v6.00PG-
SMBiosVersion: V2.3
SOUND
Manufacturer Name Description
#Analog Devices, Inc. SoundMAx Integrated Digital Audio SoundMaX Integrated Digital Audio
1

Figure 2-10 Host information - example
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2.3 Receiving Alerts

The System Administrator can set up email and/or SNMP notifications, for enhanced
operational monitoring.

2.3.1 Email Notifications

Configure email notifications as follows:
Step 1: Start the Bull System Manager Configuration window.

Step 2: Configure the Mail Server (only if Bull System Manager Server runs on a Windows
system).

Step 3: Specify the mail address of the Alert receiver.
Step 4: Reload the monitoring service so that the modifications are taken into account.

Refer to the BSM Administrator’s Guide for more details.

2.3.2 SNMP Trap Notifications

Configure SNMP notification as follows:

Step 1: Start Bull System Manager Configuration window.

Step 2: Specify the SNMP managers that will receive the traps.

Step 3: Reload the monitoring service so that the modifications are taken into account.

Refer to the BSM Administrator’s Guide for details.

2.3.3 Viewing Notifications

In the following example, an authentication failure has generated an email notification:

***** Bull Bull System Manager *****

Notification Type: PROBLEM

Service: LogicalDisks.All

Host: w2k-addcOl1 Description: Portal DC (current network name: w2k-
addc01)

Address: w2k-addcOl1

State: CRITICAL

Date/Time: Wed May 18 16:26:21 GMTDT 2005

Additional Info:

DISKS CRITICAL: (Z:) more than 95% utilized.

The Bull System Manager Console allows you to view all the notifications sent by the
monitoring service.
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2.4  Scheduling Downtime

BSM (via Nagios) allows you to schedule periods of planned downtime for hosts and
services that you are monitoring. This is useful in the case you know that you are going to
be taking a server down for an upgrade, efc.

2.4.1 Show scheduled downtime lists

You can see all current scheduled downtime rules at the root menu: Monitoring/Downtime

it HOSTS
Monitoring
| Status Owverview | Status Grid | Status Detail | Metwork Outages || Config | Downtime | Log | Control |

Scheduled Host Downtime

ID Host Hame Entry Time Comment Start Time End Time Fixed? Duration
8 bulion3s 16-06-2010 14:37:45 Host is down by user 1 16-06-2010 14:34:11 16-06-2010 16:34:11 Yes 0d 2h Om 0=

Scheduled Service Downtime

ID HostHame Service Entry Time Comment Start Time EndTime Fixed? Duration
There are no =ervices with scheduled downtime:

Figure 2-11 Scheduled downtime lists

2.4.2 How to schedule a downtime

You can schedule downtime for hosts and services through the Monitoring/Control menu:

fl HOST: bullion35 i
Monitoring
| Host Status | Senvice Status || Control |

Host monitoring information Host Commands
Last Status Check 16-06-2010 14:22:00 x Dizable checks of this host
Last State Change: 14-08-2010 17:58:42
Last Host Notification M = —

x Dizable notifications for all services on this host
Current Notification Number 0

w Enatle notifications for all services en this hoat
Host Checks ENABLED i

, chedule A Check Of All Services On Thiz Host
Host Notifications ENABLED x Disable checks of all services on this host

Evel

w Enable checks of all services on this host

x Dizable event handler for this host

Iz in Scheduled Downtime ? NG

Host Comments £ 499 5 comment W Delete all comments

Time Author Comment [0 Persistent Type

This host has no comments associated with it

When you click on the hypertext link for this action, the following form must be completed
and applied.
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E HOST:bullion3s i
Monitoring
| Host Status | Service Status || Control |

Schedule downtime for a particular host

HostHame:  hullion3a

Comment: * Host is down by user 1
Triggered By: MNiA =

Start Time:  * |1I3-UG-2U1U 14:34:11

End Time:  * |1I3-UB—2[]1U 16:34:11

Type: IFixed 'l
If Flexible, Duration: |2 Hours IU Minutes

ChildHosts:  [Do nothing with child hosts =l

Applyl Resetl Cancel I

i
1
&
.
i
=

Please enter all required information before committing the command.
Required fields are prefixed with *.
Failure to supply all required values will resultin an error.

The “Show help” hypertext link gives more details for the fields list.

Once you schedule downtime for a host or service, BSM (Nagios) will add a comment to
that host/service indicating that it is scheduled for downtime during the period of time you
indicated. The following picture shows the Monitoring/Control CGl in a scheduled
downtime state:

E HOST:bullion3s i
Monitoring
| Host Status | Service Status || Control |

Host monitoring information Host Commands
Last Status Check 16-06-2010 14:32:10 x Dizable checks of this hest
Last State Change: 14-06-2010 17:58:42 x Dizable notificatiens fer thiz host
z
: £ (Cancel scheduled downtime for this host
Lazt Host NMotification His 3

x Dizable notificatiens fer all services on this host
Current Netification Number 0

w Enable netifications for all services on this host

Host Checks ENABLED Schedule A Check Of All Services On This Host
Host Notifications ENABLED x Dizable checks of all services on this hest
Event Handler EMABLED w Enable checks of all 2ervices on this host

< |z in Scheduled Downtime 7 | YES x Dizable event handler for thiz host

Host Comments 9 Add a comment ‘;r.'j Delete all comments
Tima. —TCTTOT Comment L1 i
| —
< Thiz host has been scheduled for fixed downtime from 16-06- Scheduled ==

5-06-2010 14:37:45 (Magios Process) 2010 14:34:11 o 18-05-2010 16:34:11. Notifications for the 12 Mo

hozt will not be =ent out during that time period. Lyurine

When that period of downtime passes or when the scheduled time is cancelled, BSM
will automatically delete the comment that it added.
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How to cancel a scheduled downtime

When the period of downtime passes, BSM will automatically delete the scheduled

downtime rule and the comment that it added.

You can cancel a scheduled downtime via the Monitoring/Control menu associated to the

related object (host or service).

El HOST: bullion3s i
Monitoring
| Host Status | Service Status || Control |

Last Updated: 18-08-2010 14:27:52
Updsted svery 120 seconds

Host monitoring information Host Commands
Last Status Check 16-06-2010 14:32:10 X Disable checks of this host
Last State Changs: 14-06-2010 17:58:42 x Dizable nofif] = host
) Cancel scheduled downtime for this host
Last Ho=t Notification HiA

x Dizable notifications for all services on this host

Current Notification Number 0

¢ Enable notifications for all services on this host

Iz in Scheduled Downtime ?

Time Author Comment

16-06-2010 14:37:45 (Magios Process) 2010 14:34:11

1 to 16-08-2010 18:34:11. Nofificatiens for the
host will not be =&

(i
=ent out during that time period.

Then the following form must be completed and applied.

This hest has been scheduled for fixed downtime from 16-05-

Host Comments g};\dd a comment

i

12

ke 2l e R

E HOST:bullion35s i
Monitoring
| Host Status | Service Status || Control |

Cancel scheduled downtime for a particular host

Scheduled Downtime ID:  * IU

Applyl Resetl Cancel |

Show help

Please enter all required information efore committing the cemmand.
Required fields are prefixed with *.
Failure to supply all required walues will result in an error.

|»

— LA ;

Host Checks ENABLED [ Schedule A Check OF All Services On This Host
Host Notifications ENABLED x Dizable checks of all services on this host
Event Handler ENABLED w Enable checks of all services on thiz host

x Dizable event handler for this host

Sj Delete all comments

Persistent

No

Type

Scheduled
Downtime

of

NB: the Scheduled Downtime ID appears in the root Monitoring/Downtime web page (see

Figure 2-11).
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2.5  Taking Remote Control of a Host

2.5.1

As the Administrator, if you want to investigate a problem and fix it, you need to take a
remote control of the platform concerned. Bull System Manager uses standard, commonly
used tools to perform this function. These tools differ according to whether the remote
Operating System is Windows or Linux.

Windows Hosts

UliraVNC Viewer is used to connect remotely to Windows hosts.

Note

Prerequisite: The VNC package delivered with Bull System Manager must be installed and
started on the remote host. Refer to the Installation Guide for details.

Example

Bull System Manager informs you that the C: disk is nearly full on the nsmaster Windows
host, via the LogicalDisks node, and you decide to connect to nsmaster to see if you can
free some disk space.

To connect to the remote host:

1. Start VNC Viewer from the nsmaster host menu (Operations > Operating System >

VYNC Viewer).

-'allttp' { fhrclsBo04 frcl bullfr - Bull System Manager 1.0.2 - Console - Microsoft Intermet Explorer

BSM —
. File Views Tools “« 3 A R Ao =
@ Map ﬂ Hosts i m HOST:nsthaster i
& Blerts P nNI_l—N4 lanitaring | Repating W=1q ol ',Uﬂmﬂis
Operating Svstern - |
- B frels 2681 b VNG Vigwar &)
= B FRCLSBO4 MG ation
E'- Remuote Deskion MSMESTER
= 8l meTa 0 Domain : WORKGROUP
Mo : ExpressSE001 20U [ME100-94 2]
Martactrer MEC
Fhiysacal Memory 1023 Mites
Biog Information L

Tleame : Froent: ServerBICSE 3 Release 61002042
IManuiaciurer : Proent: Technologles Lid
Other Wersion | FTLTL: - E040000
L — Serval Mumber ED00EA T S00aT
® i ersion, as reporled by SWBIOS B.0.2h42
B E Processors Information
1 I Hame Clock Speed Address Widih Load over the Last Minute Stat
i CPUD Intell®) Keon(Th) CPU 230GHZ 2783 MHz 32 bis 4 % E
| CPLH  Intel(R) Heon(Th) CPU 2 80GHz 2733 mMHz 32 bis 0%
Yo Physical Memory Information =
4 | _vlJ
|@ http:j',l'Fr:lﬂﬂm.frv:|.I:ﬂ.ﬂ.fr.l'ESI"'ll'mlB.J'he:ad'n;r-phplwappw.pl‘c-?pansl—lmunbur‘p&l'nsb—rﬁna;terﬁﬁudelm—h._ '_ l_ |'gl.o:d intranek 2

Figure 2-12 Starting UltraVNC Viewer on a host
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2. When prompted, enter the password used when VNC Server was installed or
configured on the target host (nsmaster in this example).

3 Tight¥NC desktop [nsmaster] - Microsoft Internet Explorer =181 x|

8| x
| Ble Edi wiew Favorites Toos Help HﬂgdrassI@http:ﬁlzg,182‘6,150;58004‘ B> ‘ .',"

D\smnmecll Options I Cliphoard | Send Cirl-Alt-Del | Refresh |

VNC Authentication

Pagsword: Ok

al 1 .
Bistart| (3 5 [0 @  [5] Merts - Microsoft Outiook. | (23 Felinetpublmmnrootitic... | B UserGuidetiSmasterve_... | &1 TightVNC deskiop [nsma.. | |y 254 ) UM B 15038

Figure 2-13 VNC Authentication window

3. Click OK. You now have full access to the remote host (nsmaster), although response

times may be longer.

Disconnect | Options | Clipboard | Send Cirl-Alt-Del | Refresh

W2000AS_FR (C:) Properties _ 21|

Secuity | ShadowCopies | Ouota |
Gereal | Todk | Hadwae | Shating

S

Type: Local Disk
File spstem: ~ NTFS

M Used space 2964 521 984 bytes
M Free space 5 426 263104 bytes

Capacity 8389 785 088 bytes

— Disk Cleanup |

™ Compress drive to save disk space

IV &llow Indexing Service to jndex this disk for Fast file searching

[ ok ] cancel Aeply

Figure 2-14 Remote connection to a Windows host with VNC Viewer

You can now display information related to disk C: and make changes.
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Note If you do not require full access to the remote desktop, you can also open a telnet
connection, as long as the telnet service has been started on the remote host.

2.5.2 Linux and AIX Hosts

Webmin is used to connect to Linux and AIX hosts remotely.

Note  Webmin is a graphical tool for managing Linux and AIX systems and allows you to
configure the system, application servers (http, mail, etc.), the network, and many other
parameters. Webmin is Open Source software and the Open Source Community regularly
adds new modules.

Example

You want to add a new user to your FRCLS2681 Linux host.

1. From the FRCLS2681 host menu, select Operations
> Operating System > UsersActions > Users.

2§ httpe/ TrolsB004frelbullir - Bull System Manager 1.0.2 - Console - Migrosoft Intemet

. Fila Wiews Tools w2 B R Oa] = =
@ Map (@ Hosts B HOST:frols2681 &
@ Alens ® ..ﬁl}( M Operations
- Jperating Svatam =
=B rreiszaa1 S5HTelne
= i Teran | Last Updated: 12102008 11:44:30
ﬁ Filegysterms shell | I.rid.:b:d’e:erw 420 seonnds
= i i —
-l LinwSenices I25SME  fobee  LastCheck | Duration Information
} = 5585 J = =
. ¢ Srslog rOCESES -Dduh'll:lm‘lsugo 0 2tk am 25 IS O -Packetloss = 0%, RTA
D ; Bl SrstemLoad puUsars |
| | = B8 FrRoLsE0Da assword |
@ | nemaster | R
# B neTezo | Srstarnlogs |
T det Conflig
Other
[=]
v
L] http: Frcksa00d. Frol bulfriBsMiconsolefheading: phojsrapper pho?oS=knudnet_nano=frdseeal felbolfrshost | [ | (8l Locel ineranet i

Figure 2-15 Launching Webmin window
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A Webmin page opens and prompts you for a Username / Password. As Administrator,
with the corresponding Linux password, you can connect as root.

Figure 2-16 Webmin login window

Note

If the Linux host is running in SSL mode the following message appears, before the

Webmin login page is loaded:
This web server is running in SSL mode. Try the URL
https://<hostname>:10000/ instead.

You must click the link indicated in this message.

You are now in the Webmin page that manages Users and Groups.

B Feedback | £ ¢ Llog Out =]

RO S C e O S

Webmin. System| Servers: Neftworking Hardware: Cluster, Others

Users and Groups

Local Users

Create anew user Create, modify and delete users from batch file

Figure 2-17 Webmin interface on Linux hosts

2. Add a new user by clicking Create a new user.
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2.6 Managing Hardware

2.6.1 Using the System Native Hardware Manager

Hardware monitoring and management - such as temperature or voltage monitoring,
remote power control, access to BIOS or system logs - is not directly performed from Bull
System Manager.

Each type of server has a dedicated hardware manager that Bull System Manager uses to
perform these operations. Bull System Manager provides the appropriate menu item for
each server type, as follows:

e PAM for NovaScale 5000 and 6000 series

e ISM for NovaScale 4000 series

e CMM for NovaScale Blade series

e HMC for Escala servers,

e ExpressScope for NovaScale R400 or T800 series
e RMC or ARMC for Express5800 Series

e Any other manager that can be accessed via a URL.

Notes The corresponding Hardware Manager MUST be installed and configured. Please refer

to the documentation delivered with the server for details.

e When the Hardware Manager is launched via a URL (Web GUI), the browser on the
console must be configured to access this URL without using an HTTP proxy.

e Connection to PAM, ISM, RMC, ExpressScope, CMM and HMC hardware managers
requires authentication.
Logins must be defined in the management modules before they can be used by Bull
System Manager.
CMM : only one session is allowed per user. You must therefore register one user for
each Bull System Manager Console (used when the Manager GUI is launched from the
Management Tree).

e NovaScale Blade hardware monitoring is performed through the CMM SNMP interface.
You must therefore declare the Bull System Manager server as the SNMP Manager
when you configure the CMM.

e Escala monitoring is performed through a remote secure shell. You must therefore
configure a non-prompted SSH connection between BSM and the HMC.

To manage hardware, proceed as follows:
Step 1: Declare a HW manager and the hosts, or platforms, it manages.
Step 2: Reload the monitoring server so that the modifications are taken into account.

Step 3: Call the HW Manager from the Tree Window.
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Example: Calling a configured PAM Manager

The Operations > Platform > Hardware Manager GUI item is opened from the nsmaster
host menus.

;. Fila ‘iaws Tools <« 4 Bl R Al = 2L
omMap |G Hosts fl HOST:nsmaster 1
@ Alerts - Q0 arc_iva Operations
# B frelez6e1
= B FRoLSE00S Last Updated: 14-10.2002 116200
. Updated ever 120 seconds
]
- [ e Host LostCheck  Duration Information
« || =Bl nsTe20 E p
4 rismastar OGdihidmisage OdOni9m 33z FMGOK - Packetloss = 0%, RTA =000 ms
|
|
|
v
LB | bt [Frcks300e4 Frel bl Fr/BSMjcorsola e ading- phofrappes pho?OS=sindovsanat_name=129.162.6, 1508host=remastersnodetypa| | | 84 Local iranst 4

Figure 2-18 HW Manager GUI menu
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Starting the Hardware Manager GUI menu item calls the associated PAM Hardware
Manager:

Status
EventsEQ€

F4B-10
Domain Manager
-] O Hardware Monitar

) ©BBFanBoxes
[ SPSFanBoxes
35 0O FMB

B (28] O MODULE_1

-4 History Manager

t- & Senicing Tools

-

s Configuration Tasks

NovaScale

Figure 2-19 PAM Hardware Manager - Home Page

See the Administrator’s Guide for defails.
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2.6.2 Using the Bull System Manager Hardware Management Application

Bull System Manager also provides its own Hardware Management application that can
be used instead of the native hardware managers (e.g. PAM, CMM, etc.). The Bull System
Manager Hardware Management application has the same look and feel for all hardware
operations, independently of the target server type.

The application manages the Power Control, and displays FRUs, Sensors and System Event
Logs for Express 5800, NovaScale R400 & T800 series and NovaScale 4000, 5000 and
6000 series servers.

To start the application:

From the Console Management Tree, click the Operations > Platform > Power Control items
in the host menu.

gE— =

ME®AE
o Fila Wiews Tools ) 1+ B R om o =
@ Map ﬂHDS15 ﬂ HOST:nsmaster 1
@ Aerts o [l acc_Hva Cprerationg
B - Platfarm= | Operating Swsbam
# B frcls 266 :t> Foweier Gonirol
# B FROLSEDDS | Harcware Manager Gl | Last Updated: 14102008 115700
¥ u — - Undated evern 120 seeonds
SMTEEE . R Mamaster Host T Tor T
= m METE20 rismastar OGd0h2m 11z ago  OdOh 23m 35z PING Ok - Packet loss = 0%, RTA =000 ms
Othar
™,
B
v
5] bt fFrcisa004, Frel, bl FrlBEMfcorsclaheading-pholrappes, pho POS=rindonsanet_nama=120.182,6, IS0Bhost=nremasterbnodetypa | | Wl Lacel ikranat ,4

Figure 220 Launching the Remote Hardware Management Window
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Host Selection Action Pane Display Pane

frclsB004.frol bull.fr - Bull System Manager 1.0.2 - Remaok—-Hardware ent o | w] |

n BSM Remote Hardware Manage Y — Relood Q Help
~select a host- = /

£

Bull Systemid ™
Nan

Hardware Information

Figure 2-21 Remote Hardware Management window

The Bull System Manager Remote Hardware Management application Window is divided
into the following functional parts:

Host Selection Bar ~ Allows you to select a host from the Express 5800, NovaScale
R400 or T800 series, and NovaScale 4000, 5000, 6000 or 6009
series servers, Blade servers and Escala servers listed.

Action Sub-Window  Displays the hardware operations that can be performed:

- Power control functions
- FRU visualization
- Sensor visualization

- Event log visualization

Display Sub-Window Displays parameter forms, messages and command results.
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2.7  Tracking a Performance Indicator over a Long Period

It may be useful to follow the evolution of certain performance indicators over a long
period (e.g. the evolution of the memory use).

Performance indicators can be collected from Bull System Manager monitoring data or the
SNMP protocol, as described below.

To collect and visualize performance indicator reports, proceed as follows:
1. Launch the Bull System Manager Console from the Bull System Manager Home Page.
2. Click the Reports icon to display the list of all the reports that are available.

3. Select the report you want to display from the indicators list.

! fcoda - Bull System Manager 1.0.1 - Report - coda - Micros

To display a meport, click on an indicater report

Indicator repons

Host Hame Source
bed dediceied Systemload, CRU (six)
factary_hwd bed enfiilement Systemload, CRU (six)
b ghored SystemLoad, CRU (six)
frcle5208 cipu frcl=S308 Systemboad CPU (windows)

Figure 2-22 Bull System Manager Reporting Indicators Home Page
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The following Window appears:

- p—
“ File Edit \“iew Favorites Tools Help |Jnc_|dress| a’ |
FY
SystemlLoad.CPU on FRCLS35208
The statistics were last updated Friday, 20 May 2005 at 13:27
"Daily' Graph (5 Minute Average)
0 : Moy 20 2005 13:27
390
T
é Z6.0
13.0
8]
6 8 10 12 14 16 18 20 =22 0 2 4 46 § 10 12
Blax 500 Average 130 Cutrent 140
"Weekly' Graph (30 IMinute Average)
35.0 5 E : E : May 20 2005 153:2?
270
T
é 15.0
9.0
8]
Blax 330 Avwverage 130 Current 21.0 1.
"Monthly' Graph (2 Hour Average)
220 - - May 20 2:3'05 12:32
240 otz bofheee Yserosticoss kel
% f ?
é 15.0 ......................... ET EER FEE PESYERY
g0 e
8]
Week 16 Week 17 Week 18 Week, 19 Week 20 ﬂ

EBoite de réception - Micr... | ﬁi F:\ InetpublwsrootiMo, .. | @ UserGuideMSmasteryd .., | 54 Internet Ex

Figure 2-23 Bull System Manager Reporting Indicators - example

This display shows four graphs (three are visible in the example). Each graph shows the
evolution of an indicator (CPU load in the example above) for different periods (daily,

weekly, monthly and yearly).

Configuring Bull System Manager

Please refer to the Administrator’s Guide, 86 A2 56FA, for details about configuration

tasks.
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2.9  Bul System Manager Server Control

The Bull System Manager Server Control application can be launched by clicking on the

control icon in the Console Administration Tools toolbar.

B BSM Control =]

Server Control

Figure 2-24 Bull System Manager Server Control

The Bull System Manager Server Control application allows you to start, stop or restart
BSM Server, as required.

When the BSM Server Control application is launched, the status of the server is displayed,
as shown in the figure below:

(=] 4]
- =]
Server Control
status BSM Server Status
mrtg 15 not running (het configured by BN
(net configured by BEWD
[&] pone ’_l_l_l_l_le Internet v

Figure 2-25 Bull System Manager Server Status
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Chapter 3. Using Bull System Manager Console Supervision
Modes

The Bull System Manager console provides three supervision modes, each providing its
own representation of the resource monitored by Bull System Manager:

e Tree mode
e Map mode
e Alerts mode

Whatever the mode, the characteristics of the monitored resource selected are
automatically displayed in the Supervision Window.

Note For more information about Console Basics and Console Security Access, refer to the
sections on Console Basics and Bull System Manager Authentication and Roles.

3.1  Working in the Tree Mode

When you select the Tree radio button, a Management Tree is displayed in the Supervision

Window.

3.1.1 Management Tree Basics

The Management Tree is a hierarchical representation of the resources defined in the Bull
System Manager configuration. Each resource displayed in the tree is represented by a
node that may have subnodes.

ﬂ Hosts

=-JBl BSMTESTY

ng;" EventLog

- . Application
. Security
Lo i) Systemn
-G Internat

@ LogicalDisks

Figure 3-1  Management Tree
e Double<lick a node or click the +/- expand/collapse icon to display subnodes.
e Select a node to display its characteristics in the Supervision Window.

e Rightclick to display the specific node menu.
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{gll Hosts

= & coda

= & EventLog
&3 Application

Figure 3-2 A service node menu

Above the Management Tree, a menu provides the Select View, Hide Tree, Refresh and
Search commands:

1= = A

Hosts
HostGroups
Hardwrare Ivlanagers

atorage Ivlanazsers
Wirtual Ivlanagers

Functional Domains
Figure 3-3 Management Tree menu

Management Tree Menu

I Select View Selects a view to be loaded

& " Filter Select Selects a Functional domain filter

™8 Hide Tree Hides the tree to display the whole Supervision Window

[&] Refresh Reloads the current view if the configuration has been
modified.

[ Search Allows you to search a node in  ETEEESEEERETENT - -loix

its current view, according to its
name, or part of its name.

I Search |

Previous | Next | Cancell

Figure 3-4 Management Tree commands
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3.1.2

Management Tree Status Colors

The Management Tree is displays status information according to the following rules:

The color coding is dependent on status:

Red CRITICAL
Orange WARNING
Magenta UNKNOWN
Green OK

Blank UNMONITORED

This color scheme is applicable to hosts and services.

When a node has subnodes, the node icon is split in two. The top left triangle is
colored to represent the node status and the bottom right triangle represents the
subnode status (i.e. the node in the worst state).

Host and associated monitoring services node icons are colored according to their
status. All other node icons are colored according to the status of their subnodes i.e.

the node in the worst state).

Example:

SYSMAN (root node) and associated services are self-monitoring. The top left triangle is
GREEN, showing that host status is OK (the ping operation is successful), but the bottom
right triangle is RED, showing that at least one service status is CRITICAL.

=Gl Sveman

EI:I EventLog

----- ) Application
----- ) Security
3 System

=-CF WindowsServices
83 EventLog

*

Figure 3-5 Management Tree animation - example
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Rightclick the colored node icon to display the Diagnosis and On/Off menus:

|—D System

Animation Diagnosis
Check Attributes off

Figure 3-6 Node icon menu

Diagnosis
On
Off

Example:

Displays the animation information Window
Activates node animation

Deactivates node animation. This option is useful if you decide not to
animate a specific service or host.

Animation of the System and All services nodes has been deactivated. As these nodes are
no longer monitored, the status is not propagated (icons are BLANK) and SYSMAN (root
node) status is now OK.

=Bl svaman

EI:I EventLog

=2 WindowsServices
- EventLog

Figure 3-7 Deactivating supervision - example

Note  Monitoring services are independent due to the server polling mechanism. This may create
a temporary de-synchronization during an animation refresh.
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3.1.3

Management Tree Nodes

Each Bull System Manager monitored resource is represented as a node with a specific
icon in the dynamically colored Management Tree. Management Tree nodes are colored
according to node status. When a node is selected, its characteristics are displayed
automatically in the Supervision Window.

Monitored Resource

Root Node

Platform

Hardware Manager

Storage Manager

Virtual Manager

Host

Category

Service

ServiceGroup

Icon Description

o First node in the tree

g A platform is a physical group of hosts of the same type.

= Several hardware managers can be displayed:

e PAM Manager for NovaScale 5000 and 6000 Series
Platforms.

o CMM Manager for NovaScale Blade Series Chassis.
e ISM Manager for NovaScale 4000 series Platforms.
e ESMPRO Manager for Express 5800 hosts.

e RMC manager for Express 5800 hosts.

e Any other hardware manager.

2. Two storage managers can be displayed:
S@N.IT! Manager for shared host storage via a SAN.

Any other storage manager.

2. A Virtual Manager is composed of Virtual Platform.

A ja6a A hostis composed of categories.

I ia32
& other

P A category contains specific monitoring services. For
example, the Systemload category contains the CPU
service and the Memory service.

0 Each service belongs to a category.

Services can be organized into functional domain. For
ea example the servicegroup for the Network domain
(automatically generarted).

Table 3-1. Management Tree nodes

Note  Currently, NovaScale 64 bits is applicable to NovaScale 4xxx, 5xxx and éxxx servers and
NovaScale 32 bits is applicable to NovaScale 2xxx and Express 5800 servers.
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3.1.3.1 Root Node

The Root node is the first node in the tree. The top left triangle reflecting self-status is always
blank (unmonitored). The bottom right triangle reflects the status for the subnode in the
worst state (host and services).

Root node menu

Expand Shows a tree view of all hosts, hostgroups or managers in the
configuration.
Animation “Indicates resource status.
Table 3-2. Root node menu
3.1.3.2 Hardware Manager Node and Status Levels

A Hardware Manager node represents one of the hardware managers listed in Table 3-5.

PAM and CMM Managers Status Levels

The top left triangle reflects self-status and the bottom right triangle reflects the worst
subnode status (hosts and services), as shown in the following table:

Manager (PAM, CMM) Status Levels

Status Description
PENDING The service has not been checked yet. Pending status occurs only
(gray) when nagios is started. Status changes as soon as services are
checked.
- The manager is up and running.
WARNING The manager has a problem, but is still partially up and running.
(orange)

An internal plug-in error has prevented status checking. An
unknown status is considered as a warning status.

The manager has a serious problem or is completely unavailable.

Table 3-3. PAM and CMM status levels
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RMC Manager Status Levels

The top left triangle reflects the power status and the bottom right triangle reflects the status
for the subnode in the worst state (hosts and services), as shown in the following table:

Manager (RMC) Status Levels

Status Description
PENDING The service has not been checked yet. Pending status occurs only
(gray) when nagios is started. Status changes as soon as services are
checked.

The power status is on.

An internal plug-in error has prevented status checking. An
unknown status is considered as a warning status.

The power status is off.

Table 3-4. RMC status levels

ISM and ESMPRO Managers Status Levels

The top left triangle reflecting self-status is always blank (unmonitored). The bottom right
triangle reflects the status for the subnode in the worst state (hosts and services).

%ﬁ Hardware Manager node menu

Expand -> PAM manager Shows all NovaScale 5000 and 6000 Series
platforms managed by this PAM manager.

-> CMM manager Shows all NovaScale Blade Series Chassis managed
by this CMM manager.
-> other managers Shows all hosts managed by these managers.
Animation Briefly explains resource status.
Table 3-5. Hardware Manager node menu

Chapter 3. Using Bull System Manager Console Supervision Modes 43



3.1.3.3 Storage Manager Node

The Storage Manager node represents either the S@N.IT! Manager or any other storage
manager.

The top left triangle reflecting self-status is always blank (unmonitored). The bottom right
triangle reflects the status for the subnode in the worst state (hosts).

Expand Shows all hosts managed by this manager.
Animation Briefly explains resource status.
Table 3-6. Storage Manager node menu

Note  The S@NIT Web GUI is based on java applet technology. So, do not close the first

browser Window launched, as this contains the java applet.

3.1.3.4 Virtual Manager Node

The Virtual Manager node represents the interface used to manage the virtual elements.
The Virtual Manager administrates the Virtual Platform, which includes both the native host
and the VM hosts.

The top left triangle reflecting self-status is always blank (unmonitored). The bottom right
triangle reflects the status for the subnode in the worst state.

l—ﬁlﬁ Virtual Manager node menu

Expand Shows all virtual Platforms managed by this
manager.
Animation Briefly explains resource status.
Table 3-7. Virtual Manager node menu
3.1.35 Platform Node and Hostgroup Node

A Hostgroup node represents a group of hosts. A platform node is a specific hostgroup
node, which represents a group of hosts of the same type.

The top left triangle reflecting self-status is always blank (unmonitored). The bottom right
triangle reflects the status for the subnode in the worst state (hosts and services).

4 Platform node and & Hostgroup node menu

Expand Shows the hosts included in the hostgroup or platform.
Animation Briefly explains resource status.
Table 3-8. Platform node and Hostgroup node menus
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3.1.3.6 Host Node and Status Levels

A Host node represents a single host. The top left triangle reflects self-status and the bottom
right triangle reflects the status for the subnode in the worst state (services).

Host Status Levels
Status Description

PENDING (gray) = Host status is unknown because no associated service has been
checked yet. Pending status occurs only when NetSaint is started.
Status changes as soon as an associated service is checked.

UP (green) The host is up and running.

The host is down or unreachable.
Table 3-9 Host status levels

=ik EHost node menu

Expand Shows all monitoring categories associated with this
host.
Animation -> Diagnosis Briefly explains resource status.
>On / Off Activates / deactivates node animation.

Table 3-10 Host node menu

3.1.3.7 Category Node

A Category node contains specific monitoring services.

The top left triangle reflecting self-status is always blank (unmonitored). The bottom right
triangle reflects the status for the subnode in the worst state (services).

& Category node

Expand Shows all monitoring services belonging to this category.

AnimationBriefly explains resource status.

Table 3-11. Category node menu
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3.1.3.8 Services Node and Status Levels

A Services node is a leaf node.

The service node reflects the service status computed by the monitoring process, as shown
in the following table:

Service Status Levels

Status Description

PENDING (gray) The service has not been checked yet. Pending status occurs only
after NetSaint is started. Status changes as soon as services are

checked.
_ The monitored service is up and running.
WARNING The monitored service has a problem, but it is still partially up and

(orange) running.

An unreachable or internal plug-in error has prevented service
status checking. An unknown status is considered as a warning
status.

The service has a serious problem or is completely unavailable.

Table 3-12. Service status levels

Service node menu

Animation -> Diagnosis Briefly explains resource status.
->On /Off  Activates / deactivates node animation.
Table 3-13. Service node menu
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3.14

Management Tree Views

Management Tree views allow you to represent monitored resources according to your
needs at a given time. The Management Tree provides five standard views:

e Hosts

e HostGroups

e Hardware Managers
e Storage Managers

e Virtual Managers

e Functional Domains

The default view is the Hosts view, but you can load another view by clicking on £ and
selecting the view:

1= = Al e

Hosts

HostGroups
Hardwrare Ivlanagers
Storage Iwlanagers
Wirtual Ivlanagers

Functional Diornains

Standard Tree Views
Hosts View All hosts are displayed under the root node.

HostGroups View All hostgroups in the configuration plus all NovaScale
5000 and 6000 Series platforms and NovaScale Blade
Chassis are displayed as hostgroup nodes with their
associated hosts.

Hardware Managers View  All hardware managers in the configuration are displayed.
Each manager node contains the hosts that it manages. For
example, the PAM manager nodes contain the NovaScale
5000 and 6000 Series platforms and the CMM manager
nodes contain the NovaScale Blade Chassis.

Storage Managers View All storage managers in the configuration are displayed.
Each manager node contains the hosts that it manages.

Virtual Manager View All virtual managers in the configuration are displayed.

Each manager node manages a set of virtual machines,
viewed as Virtualization Platform.

Functional Domains All service groups (functional domains) in the configuration
are displayed.

Table 3-14. Tree views

Chapter 3. Using Bull System Manager Console Supervision Modes 47



3.1.4.1 Hosts View

The Hosts view is the default view. All the hosts in the configuration are displayed with their
monitoring services classified by category (Eventlog, LogicalDisks, efc.), as shown in the
following figure.

ﬂ Hosts

=-J& BsMTESTY

E @Eventhg
5’ LogicalDisks
@ Systemboad
@ WindowsSemnices
-l FAMEDDD_DIDD
---@_ FRCLS2G81
-l Pamt

---@_ PAMZ

= [l ProTOS

e JJll TIGER_S1

Figure 3-8 Hosts view

3.1.4.2 HostGroups View

The HostGroups view displays all the hostgroups in the configuration.

Hosts are displayed under each hostgroup, with their monitoring services classified by
category (Eventlog, LogicalDisk, efc.), as shown in the following figure.

ﬂ HostGroups

- FAMEDOD

EIEQ Liru

- gl FRCLS2E81

= g PROTOB

EE Systemmdgt

EI% Windows
- Bl BSMTEST!
-l FamEDDD_DIDD
I il FroToS
-l TIGER_S1

Figure 3-9  HostGroups view
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3.1.4.3

In the example above, the administrator has defined a Windows HostGroups grouping all

Windows servers. The bottom right triangle of a HostGroups icon is not green, meaning
that a host or a service has a problem. The operator can expand the HostGroups icon to
identify the host or service with a problem.

Hardware Managers View

The HWManagers view displays all the managers in the configuration:

e PAM Managers, displaying NovaScale 5000 and 6000 Series platforms with their

hosts (domains)

e CMM Managers displaying NovaScale Blade Chassis with their hosts (NS 20x0)
e RMC, ISM or ESMPRO Managers displaying other hosts.

Hosts are displayed with monitoring services classified by categories supported (Hardware,

Eventlog, LogicalDisk, etc.), as shown in the following figure:

ﬂ HW Managers
=T ChM
IJ:'I—% chassist
=Bl vlade
FileSystems
Hardware
LinuxServices
Syslon
SystermbLoad
=l blade?
IJ:'I—nffw“F‘:b Hardware
L3 Healtn
=HEL blade3
=T PAMI

IJ:'I—%fame-ptﬂ
-l famenon

LogicalDisks
Svstemboad

Figure 3-10 HW Managers view
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3.1.44 Storage Managers View
The Storage Managers view displays all the storage managers in the configuration.

Hosts are displayed with monitoring services classified by the categories supported
(Storage, Eventlog, LogicalDisk, etc.), as shown in the following figure:

m Storage Managers
-5 NEC-STORAGE

-l famenon

am
G

LogicalDisks
Systermboad
WindowsServices
T SARITY

faurier

IJ:'I—@ Storage
L9 sanitstatus

len

maoka

pegase

punch

Ulysse

Figure 3-11 Storage Managers view
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3.1.4.5

3.1.4.6

Virtual Managers View
The Virtual Managers view displays all the virtual managers in the configuration.

Under the root node, the first node is the Virtual Manager that administrates the Virtual
Platform. The Virtual Platform contains the native host and the VM hosts. Hosts are
displayed with the monitoring services sorted by supported category.

Level 0: Root

{all Virtual Managers /

fg...& nsmesx_mgr — Level 1: Virtual Manager

El% nsmesx_ptf
: T Level 2: Virtual Platform

@ femesx \

=Bl nsmvmt Level 3: natif OS
I_EJ nsrvma3
w8 nsrvmd 1| evel 3: VM host

For details, refer to the Bull System Manager Server Add-ons Installation and
Administrator’s Guide, 86 A2 59FA.

Functional Domains View

The Functional domains view displays all the service groups in the configuration.

The following picture shows a functional domain view containing three domains (Network,

OperatingSystem and Storage for a single host.

ﬁ] Fumctional Domaing
B g Nehuork
B & icls0364
G Netvariadptrs
8 (g Operaingystern
B & icls0364
¢ Brerlag
& LngialDisks
G SytemLoat
G WindisSenices
B g hrage
B & icls0364
G isks

Figure 3-12 Functional Domain view example
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3.2  Working in the Map Mode

When you select the Map radio button, the Map and Applicative Windows are displayed.

Note  The Map and Applicative Windows are always synchronized.

a Bull System Manager 1.2.2 - Console - localhost - Microsoft Internet Explo

MEbEE

J Map
paneWindo

]

y -

e AN 5 Applicative
T HOSTGROUP: BSM paneWindow
Monitoring /I

N | Status Overview | Status Grid | Status Detail | Prablems |

.
Last Updated: 12-01-2010 15:32:07 }
=l

Updated every 120 seconds

BSh
Host Status Senvices
troisosee [INURT ok
@ Termin ’_ ’_ ’_ ’_ ’_ |‘ﬂ Intranet local v

Figure 3-13 Map mode

In the Map Window, Hostgroups and Hosts are displayed, and are colour coded
according to their status. Their positions (x, y) are specified in the Configuration GUI.
The Hostgroup status is determined by the status of their corresponding hosts and
monitoring services.

The Applicative Window lists all the information and functional menus for any host
belonging to the Hostgroups on the map. You can navigate using the hyper-links and return
using the Back button.

Note A map can contain other maps.
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3.3

3.3.1

Working in Alerts Mode

Alert Basics

The Bull System Manager Alert Viewer application displays monitoring alerts (also called
events) concerning a set of Hostgroups, Hosts and Services.

The application provides filter functions in order to display alerts for all monitored resources
or for a subset of these resources only.

Whenever a service or host status change takes place, the monitoring server generates an
alert, even when the status passes from CRITICAL to RECOVERY and then to OK. Alerts are
stored in the monitoring log in operation and are then archived.

The Bull System Manager Alert Viewer application scans the current monitoring log and
archives according to filter report period settings.

| Alert Viewer |

g [*= s nosterours = =]
&5 [ &Ll sERVICEGROUPS = =]
Bl [ aLL HosTS = 'I

Matching Alerts
Time

27-10-2003 15:03:46 frils626E0

27-10-2009 14:57:36 frilsE2E0

27-10-2009 13:44:01 frels3i04

27-10-2009 13:39:01 frels3104

27-10-2009 11:16:24 frels3i04

27-10-2009 11:15:44 frels3104

27-10-2009 11:15:44 frels304

27-10-2009 11:15:24 il 04

27-10-2009 11:15:04 il 04

27-10-2009 11:14:14 frils3104

27-10-2009 11:13:34 il 04

ATANANNA 11214 frol=3ind

Aletts type
Alerts level

Report Period

M ax Items:

Host

Hosts and Services
Al
Last 24 Hours

l15_

Lefledle

Service

Syslog AllEvents

Syslog.Alerts

Systemload CPL
SystemLoad.CPU
Eventlod Security

EventlLaoc.Application
Systermnl oad Memory

WindowsServices Evertl oy

Dizks DrivesStatus

MetworkAdaptors MC_Status

LogicalDisks. &1
Fuentl nn Sustem

ALERTS
Reporting

™ Mot acknowledged
I History

State Count

263

93

oK 2
1

oK 1
oK 2
oK 1
oK 1
oK 1
0K 1
2

oK 1

Figure 3-14 Bull System Manager Alert Viewer

Apply I Reset I

Last Updated: 27-10-2009 15:05:08
Updated svery 120 seconds

Information
WWARNING: 154 new events found in #rardog/messsges (NB: 19 excluded
events)
Trap BEMSysloghdscy - Warning: taciity: 0 severity:3
time: 2009-10-27T14:57: 28+01:00 magrkernet  Bufter IO error on device sk,
Iogical block 0
CPU Load QK (1mn; 23%) C10mn: 30%)
CPU Load HIGH (1mn; 78%) (10mn: 16%) - Process sychost using 55%
OK: no new events for the kast 10 mn
O no neww evenits for the last 10 mn
Memory Usage OK (total: 2121Mb) (used: S64Mb, 26%) (free: 1557Mb) (physical:
151 3k
Ok 'Eventlog
All Disk Drives are OK

OK: "WIPHYSICALDRIVED', Fixed hard disk media (IDE, Ski=Maxtor BE040L0) has
a status: Ok

Al Ethernet Metweork Adaptors are O
OK: 'Local Area Connection’, (Intel(R) PROM 000 CT Metwork Connection,
MAC=00:0C:76:F4:50:57 ) has a status: Connected

DISKS WARNING: (Dr) more than S0% utilized

K nn newe pvente for thie kast 10 mn

Bull System Manager Alert Viewer is divided info two main functional parts:

The Alert Selection Window, where all filters are taken into account like a logical
AND. Exception: when the Alert level is set to Display Current problems only, the Time
Period is automatically set to This Year, and cannot be modified.

The Information Window, which displays the filtered alerts.
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3.3.2 Alert Selection

Note By default, alerts for all Hostgroups, all Servicegroups and all Hosts are displayed.

%Iu ALL HOSTGROUPS = ;I Alerts type Hosts and Services |_ Mot acknowledged

T Alers | | - P
& [ ALL SERVICEGROUPS = v | erslevel |l =l T wistory
Report Period | Last 24 Hours =
fl | ALL HOSTS = =
M ax Items: I‘]S Apply | Reset |

Figure 3-15 Alert Selection

Selecting Hostgroups, Servicegroups and Hosts

You can filter Hostgroup, Servicegroup and host Alerts from the Selection Window, in any
combination:

e When you select a specific hostgroup, only the hosts belonging to that hostgroup are
selected.

e When you select a specific servicegroup, only the hosts belonging to the previously
selected servicegroup and hostgroup are selected.

e When you select **ALL HOSTS**, all the hosts belonging to the previously selected
hostgroup and servicegroup are selected.

Example:

@E | MNS_Maszter

@ | nsmaster
] | SystemLoad CPU

Lef L e

Figure 3-16 Alert selection - example

In this example, the user has decided to select all alerts concerning SystemLoad.CPU on the
nsmaster host in the NS_Master hostgroup.

Note ~ When the servicegroup filter field of the Alert Viewer is set to ALL SERVICEGROUPS, the
resulting list will also contain Categories with no defined monitoring domain ( = “none” or
not set). In fact, the value “ALL * GROUP” means that this filter field is not used for the
search. Therefore, the resulting list will contain all items, whether they have a defined
monitoring domain or not.

Selecting Alert Type

You can filter alerts according to the following alert types:
. Hosts and Services
. Hosts
. Services
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Note By default, Hosts and Services is selected.

Selecting Alert Level

You can filter Alerts according to the following alert levels:

o All

Displays all alerts.

e Major and Minor problems
Displays host alerts with DOWN or UNREACHABLE status levels.
Displays service alerts with WARNING, UNKNOWN or CRITICAL status levels.

e Major problems
Displays host alerts with DOWN or UNREACHABLE status levels.
Displays service alerts with UNKNOWN or CRITICAL status levels.

e Current problems
Displays alerts with a current non-OK status level.

When this alert level is selected, the Time Period is automatically set to ‘This Year’ and

cannot be modified.

Note By default, All is selected.

Selecting Acknowledged Alerts

As Administrator, you can acknowledge alerts and decide whether they should be
displayed or not.

[ Acknowledge icon

02-05-2005 15:32:24  namaster Evertl og SApplication ¥ m 1 3 newy events for the last 30 mnl

Figure 3-17 Acknowledged alerts selection

Note By default, All alerts is selected (acknowledged or not).

Selecting Alert History

By default, all the alerts concerning a particular service of a particular host with a given
status level are displayed in a single line:

o The Count field lists the number of similar alerts over the specified Report Period.

o The Time field displays the time when the most recent alert was generated.

e  The Information field details the most recent alert.

When you select this option, each alert is displayed in a different line:

e The Time field displays the time when the alert occurred.
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Selecting Time Periods

The user can specify the period for which alerts are displayed:

e last 24 Hours

e Today

e Yesterday
e This Week
e last 7 Days
o Llast Week
e This Month
e Last Month
e This Year

e last Year

e *CUSTOM PERIOD*

When you select *CUSTOM PERIOD*, you can specify time period start and end dates.
The default *CUSTOM PERIOD* setting is the beginning of the current month up to the
current date.

Note By default, alerts over the Last 7 Days are displayed.

Selecting Max ltems

This option allows you to specify the maximum number of lines displayed.

Note By default, the Max Items setting is 15.

3.3.3 Alert Information

Alerts provide the following information:

e Time when the alert occurred

e Host Name where the alert occurred

e  Service Name where the alert occurred
e Status Level

e Count

e Information

Note  The Count field is always set to 1 if the History option is set to true. Otherwise, the Count
field indicates the number of alerts with the same status level. The Time and Information
fields concern the most recent alert.
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3.4

3.4.1

Supervision Information

FOCUS area

From the console menu , you can display a BSM Focus Window containing a set of
monitoring services that can be surveyed in parallel to the BSM Console use. This list of
services is configured via the BSM Configuration web GUI (See the Administrator’s Guide
for more information).

a Bull System Manager 1.2.2 - Focus - |

s "'"

Figure 3-18 BSM Focus windows example

When you click on a service status line, a popup Window appears with more detailed
information, as shown in the screen grab below:

Microsoft Internet Explorer |

SERVICE Ok
! service Systemload, CPU on hosk Frols0S64 is in OF skate
L]

CPU Load QK (1mn: 5% (10mn: 634)

State Information:
current stake since: 26-09-2009 15:29:15

Motifications Information;
notifications are enabled

Zhecks Information:
checks are enabled
last check: 14-01-2010 13:38:06
next check: 14-01-2010 13:43:06

Figure 3-19 Status detailed information from the BSM Focus window.
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3.4.2
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Supervision Information Basics

The Supervision Window displays information about the resources and works monitored,
and functions exactly like a web browser. You can click a link, retrace your steps (back,
forward), reload a page, detach a page and print a page. The Supervision Window is
divided into five functional parts, as shown in the following figure:

| Tool Bar | Title Area

BT s A \ )
B wostivasoom
= Imnentory
Swstem [
b Process ! Unknown
5 LI5S
[Menu toveBL_Losgearc | . .
RFM Producls |
Susterm Laogs | Eligk on status links o display the selected senieas
. . Last Upd ated: 23-02-2008 14:21:53
Service details Undsted svery 120 seconds
Service Status Last Check Duration Information
FllgSystoms All O O 2m 25z ago Od b1 Tmdls g?ﬁ?:;;“ dizks |22z 1hen
Unvbltctogeths URL of the
Hardware Heakth Od O Om 595 ago  Od 4h 21m 345 PAM menager on
coda frelbul i
Information |' LinuServices eyelogd DA 1Im 143 a0 Odah0mags Opi EOCESTES LAna v
area =
T Dk | 0d0nSm 14z ago 03 4h18mSTs Mo oo backet loss = 0%,
Slersos Sanitstatus Dd 0 2m 255 ago Od 40 19m 108 ;’gﬁ.ﬁu hazt is unknowin in
Syziog fusthentFailures UGN Ocd O 2m 25z ago Od dh18m 2z (Service Check Timed Out)
Systendoad CPU 0E | 0d0h2m 255 ag0 O0d 4h17m 3ds (%ﬁ;ﬂoyﬁﬂmnl P2
Stabuz; OK - (otsl; BO3ShE)
Systemioad Memony 1[4 OdOhim 52z ago Oddh Zm 27 (uesed 1596Mb, 27%) (Tree
A452b) (phyysacat J007ME)
Sysimmload Processes 0K Dd0him 12z ago Od 4h 20m 335 O - 39 processes unning
Systemoad DEers 0k DamnSmSzage  OddniSmSis :ﬁg’:?lﬁ" - T wsers currently

Figure 3-20 Supervision Window

Tool Bar E3 Go back one page
2 Go forward one page
[2] Reload the current page
Modify the information Window refresh delay
L2 Reload the first page

Detach the current page and insert it into a separate frame

Title Window Displays the monitored resource icon selected, type and name.

r.m
1, Only available for hosts. Gives a short description of the selected
host (name, model, OS, netname and domain).

Menu Level1 Allows you to select the type of functional domain you want to access,

according to the resource selected: Monitoring, Reporting, Inventory,
Operations.
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Menu Level2 Allows you to select the information or operation you want to access,

according to Level1 information selected.

Menu Level3 Allows you to select the information or operation you want to access,

according to Level2 information selected.

Information Window Displays selected information about the selected resource.

3.4.3 Monitoring Information

The table below lists the information types available and the associated supervision scope.

Information Type Supervision Scope

Status Overview Root nodes of Hosts and Hostgroups Views (Tree)
Hostgroup

Status GRID Root nodes of Hosts and Hostgroups Views (Tree)
Hostgroup

Status Detail Root nodes of Hosts and Hostgroups Views
(Management Tree)
Hostgroup

Host Status Host

Service Status Service

Network Outages Not yet supported

Config Root nodes of Hosts and Hostgroups Views (Tree)

Log Root nodes of Hosts and Hostgroups Views (Tree)

Control Root nodes of Hosts and Hostgroups Views (Tree)

Table 3-15.  Monitoring information

3.4.3.1 Status Overview

This screen allows you to view the status of all the monitored hosts and services.

e When you launch this screen from a hostgroup node, a status overview of all
hostgroups (or a particular hostgroup) is displayed.

Hostgroups Overview

Host Group Host Status Totals Service Status Totals

150K

RS Msster LR 1 MEARMING
150K

default magp 2Up 1 MEARHING

Figure 3-21 Hostgroup Status Overview
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Host Group Hostgroup name

Host Status Totals Number of hosts classified by status level in the hostgroup
Service Status Totals Number of services classified by status level in the
hostgroup

e When you launch this screen from the Functional Domains node, a status overview of
all servicegroups (or a particular servicegroup) is displayed.

etk OperafingSisten atorae

Host ~ Statuis Services Host ~ Stafus Services Host ~ Statuis Services
N N frelafSed LR PRI frolsfod LR LK

Figure 3-22 Servicegroups Status Overview

Host Host name
Status Hosts status level in the servicegroup
Services Number of services

classified by status level in the servicegroup

e When you launch this screen from the host node, a status overview of all hosts is

displayed.
1
Hosts Overview
Host Status Services
70K
frole31 04 P 1 VitSRMING
nsmaster LIP B
namaster- LP Lok
G 1 PEHOING
]

Figure 3-23 Host Status Overview

Host Host name
Host Status Host status level
Service Status Number of services classified by status level
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3.43.2 Status GRID

This screen displays the name of all the services monitored for each host.

Host Senices

Figure 3-24 Host Status GRID

Host Host name

Service Status Host services colour coded according to status level.

e When you launch this screen from the Functional Domains node, you will obtain a grid
overview by functional domain:

Betwork

Host Services

DperatingSystem
Host Services
(frelsOSE4 Eventlom Application | Evertlog Security | Evertlon System | Evertlog 7000
| LodicalDisks. Al Systemload.CPU  SystemLoadMemory  WindowsServices Evertlog
Storage

Host Services
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3.4.3.3
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Status Detail

This screen gives detailed information about the hosts and/or services selected.

Host
Selection

Selected Host
Services

Host details

Host
frols3104

nemaster

|

nEmaster-rme

All Up
19 1 17 1 0 0 1
Click status links to display the selected hosts and senvices

Status Last Check Duration Information
up 0cd Ok 3m 52z a0 Od1h 45m 372 PING OK - Packet loss = 0%, RTA = 0.00 ms
up Od Th 45m Sz ago 1d 2h 30m 332 (Host assumed to be up)
Up 0cd 1k 43im 302 ago  1d 2h 28m 582 (Host assumed to be up)

3 Matching Host Entries Displayed

Figure 3-25 Hosts Status Detail

The Selection Window allows you to select the host and service according to status level:

Host Selection

Number of hosts with Up, Down, Unreachable or Pending status.
You can select hosts according to status: All hosts, Problem hosts, or
Specific hosts.

Selected Host Services

Information

Number of services with OK, Warning, Unknown, Critical or Pending
status. You can select services according to status: All services, Problem
services, or Specific services.

Gives host details if a host is selected and service details if host and
service are selected.

See Host Status and Service Status below for more information.
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3.434

3.4.3.5

Host Status

This screen gives a detailed view of the status of the host selected.

Host detail

Host
frolss1 04

Status

up

Last Check
Od Oh 2m S5 ago

0d

Duration
1h 58m 53s

Information

PIMG CH, - Packet loss = 0%, RTA = 0.00ms

Figure 3-26 Host Status

Host

Host Status
Last Check
Duration

Information

Service Status

Host name

Host status

Time since the last check occurred

Time since the current state was set

Additional information about the host state

This screen gives a detailed view of the status of all the services associated with the
selected host. Services can also be selected according to status level.

Selected Host
Services

Service details

Al

Ok

Warning

2

[_2

Click an status links to display the selectad services

Senvice Status
Eventl oo Application ok
Eventl og. Security
Eventlog. em i
LogicalDizks All 0K
PIM oK
Systemload CPU Ok
Systemload Memony 0K
‘WindowwsServices Fuentl og Ok

Last Check
Ocd Ok 1m 292 ago

Od Oh Om 42z ago
Ocd Ok 4m 555 ago
Ocd Oh 4m 82 ago

Od Oh 3m 20z ago

Ocd Ok 2m 33= ago

Od Oh 1m 45z ago

Od Oh1m 14z ago

Duration
0d 2h Bm 30z

0d Oh Sm 3=
0d Zhdm 41z
0d 2h 4m Sz

0d 2h 3m 20=

Oc 2h 2m 33z

0d 2h 1m 45z

0d 2h Bm 14=

Information

OK: no neve events for the
Izt 30 mn

20 new events for the last
S0.mn!

39 nesw events for the last
30 mn!

DISKS Ok all dizks (C:, 00)
less than 80% wtilized

FING Ok - Packet loss = 0%,
RTA =000 ms

CPU Load OK (1mn: 5%
(10mn; 5%

Memory Usage O (total;
11620k (uzed: 285Mh,
24% (free: G7TME)
(physical: 495hk)

OK:'Eventlog'

8 Matching Service Entries Displayed ( fiter: Service Status PENDING O WARHIHG UHKHOWHN CRITICAL)

Figure 3-27 Service Status
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3.43.6
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The Selection Window allows you to select services according to status level:

Selected Host Services
Number of services with OK, Warning, Unknown, Critical, or Pending
status. You can select services according to status: All services, Problem
services, or Specific services.

Service Service name

Status Service status

Last Check Time since the last check occurred

Duration Time since the current state was set
Information Gives status details for the selected services
Config

This screen displays the Monitoring Server (nagios) configuration objects (hosts,
hostgroups, services, contacts, contactgroups, timeperiods and commands) that you have

defined.
1
Object Type: |Hosts j Update
MNagios initial Configuration
Hosts
o Parent Host Ena_hle Enah_le Default Notification Event Enable
Host Description Address Hosts Check Active Passive Contact Period  Handler Event
Command Checks Checks Groups Handler
host of
check- megt-
Chitd platfarm 192.168.207.30 ot Mo Yes d 247 Mo
manager host-alive admins
M Maszter check- tmcgt-
FRCLZE1704 P FRCLS1704 R Mo Yes T 24x7 Mo
host of
check- tmct-
PaAp platform 17231 5069 3 Mo Yes d 24%7 Mo
manager host-alive admins
no check- tmct-
blade1 description 192168207 34 i Mo Yes e 24%7 Mo
no check- mogt-
hlade2 e seTTan 192.168.207 42 hnst alive Mo Yes animine 247 Mo
no check- tmct-
charly L description 172315070 Fost glive Mo Yes i 247 Mo
no check- mogt-
charly W description 172315071 PR Mo Yes it 247 Mo
no check- tmct-
frcls0109 description frcls0109 Fost glive Ma Yes i 24x7 Ma
System check- mogt-
frolsl 704 réﬂeapvae%emem frols1 704 Rl [ils] Yes RIS 247 [ils]
check- mogt-
frols3104 test frols3 04 ErtEi T Mo Yes i 247 Mo
no check- mogt-
frole6260 description frel=B260 TG Mo Yes T 24%7 Mo
ip16.50 frclbull fr '(-r'tg#ui)”'m il B.50.frcl bl fr Mo ¥es  pome  24xT Mo
no check- mogt-
Iyt description 129182657 R Mo Yes T 24%7 Mo
check- mogt-
nsmaster MEC120LH  nsmaster frcl bl fr ErtEi T Mo Yes i 247 Mo
]

Figure 3-28 Monitoring Server Configuration
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3.4.3.7

Log

This screen displays the current Monitoring Server log file. You can also browse archived
events.

Archives log

Current Event Log

25-07-2006 00:00:00
to
Fresent..

Current Lo
9| EarliestEntries First [

I‘IEDD

Apply |

Mz fems:

File: Aarfog/insm_nagiosinagios log

..!J' [25-07-2006 14:36:03] SERYICE ALERT:
@ [25-07-2006 14:31:58] SERYICE ALERT:
@ [25-07-2005 14:24: 28] SERYICE ALERT:

@ [25-07-2006 14:24:08] SERYICE ALERT.

. [25-07-2006 14:22:159] SERYICE ALERT.
(amn), 44% (15mn) CRITICAL
@ [25-07-2006 14:22:05] SERYICE ALERT.

@ [25-07-2006 14:19:58] SERYICE ALERT!

18%)

@ [25-07-2008 14:07:18] SERYICE ALERT:
. [25-07-2006 14:02:18] SERYICE ALERT:

mare than 90% utilized.

,!J' [25-07-2006 14:01:558] SERYICE ALERT:

July 25, 2006 14:00
frole31 04, Evertlog SystemWARMNING HARD, 1,10 new events for the last 30 mnl
charly W, EvertLog System; Ol HARD; 1, 0K no newy events for the last 30mn

FRCLE1704;Eventlog System; O, HARD; 1;0K: no new events for the last 30 mn

- frels3 04, Systemboad CPU, O HARD, 1, CPU Load OK (1mn; 5% (10mn; 23%)
- frelsB260; Systemboad CPU, CRITICAL HARD, 1, CPU Liilization: 100% (1mn), 39%

- frolst 704, Eventlog System, Ol HARD, 1, Ok no new events for the last 30 mn
- frels31 04; Eventlog Security; OK;HARD; 1; OK: no newy events for the last 30 mn
y [25-07-2006 14:19:03] SERYICE ALERT:

frols31 04, Systemboad CPUMWARMING HARD, 1, CPU Load HIGH (1m: 66%) (10m:

frolsB260; FileSystems AL OK;HARD; 1 DISKS Ok all disks less than 0% wtilized.
frolsB2E0; FileSystems AL CRITICALHARD; 1; CISK CRITICAL:  fmedis/cdrecorder )

charly W, EvertLog SystemWARMNNG HARD 1,1 new everts for the last 30 mnl

_‘!J. [25-07-2006 13:54: 23] SERYICE ALERT:
y [25-07-2008 13:52:08] SERYICE ALERT:

@ [25-07-2006 13:31:55] SERYICE ALERT.
,!J' [25-07-2008 13:30:08] SERYICE ALERT!

July 25, 2006 13:00
FRCLS1 704, Evertlog Sy stem WARNMNG HARD; 1,1 new events for the last 30 mnl
frcls1 704, Evertlog System;WARMNG HARD, 1;1 new events for the last 30 mol

- charly W, EventLog System; OK, HARD, 1, Ok no new events for the last 30 mn
: frels31 04, Eventlog Security WARMNG HARD; 1, 20 news everts for the last 30 mn!
y [25-07-2006 13:01:58] SERYICE ALERT:

charly W, EvertLog SystemWWARNING HARD; 1,1 new events for the last 50 mn!

July 25, 2006 12:00

Figure 3-29 Monitoring Server Log

Bull System Manager Log shows all the events logged by the monitoring process:

The screen is divided into two parts:

The top part of the screen allows you to modify the display according to the criteria

selected:

Event Log selection

By default, only the entries recorded in the current log

are displayed. To see previous entries, select an
archived log.

Earliest Entries First

Used to change the order of the entries displayed. By

default, the most recent entries are displayed first.

The bottom part of the screen displays logged events:

—  Host and Service alerts

—  Alert notifications

—  Alert acknowledgements

—  New comments

—  Configuration information messages

—  Miscellaneous

Chapter 3. Using

Bull System Manager Console Supervision Modes
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3.4.3.8 Control

When you launch the Control screen from the Hosts or Hostgroups root nodes, the
Monitoring Server information is displayed. You also have a launching point for the
monitoring server commands and links to Detailed Information.

Monitoring server information Commands
Process Status Ik g;: Stop the Monitoring server
Program Start Time 25-07-2006 08:44:55 1“"- Restart the Monitoring server
Total Running Time 0d 2h 4m 10z x Stop executing service checks
Last External Command Check 25-07-2006 11:48:55 x Stop executing host checks
Last Log File Rotation Plr, x Dizahle notifications
Monitoring server (Magioz) PID 2260 x Dizable evert handlers
Matifications Enabled? YES

] ] Detailed Information
Service Checks Being Executed? YE=

IIE Performance Information

Host Checks Being Executed? YES

¥ Scheduling Queus
Event Handlers Enabled’? YES

Figure 3-30 Monitoring Server commands

Monitoring Server Information

Gives general information about the Nagios monitoring process.

Commands

Allows you to manage the monitoring functions.

When you click a command, you are prompted to confirm by clicking Commit in the
confirmation page. The command is dispatched for inmediate execution by the Monitoring
Server.

Note  To process commands you must have Administrator rights.

Detailed Information
Allows you to access detailed information about the performance and scheduling queue.

Performance Information gives statistical information about the Nagios monitoring process
for each kind of check:
. The minimum, maximum and average time recorded for each iteration of the
check The minimum, maximum and average time recorded for check latency
(check delay time due to monitoring server overload)
. The current number of active service checks
. The current number of passive service checks
. The current number of active host checks
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Performance Information

Last Updated: 25-07-2006 11:52:12
Updated every 120 seconds

Time Frame Checks Completed
== minute 16 (21.6%)
== 5 minutes 71 (95.9%)
== 15 minutes T4 (100.0%
Active Service Checks ¢ )
== hour T4 (100.0%)
# Total Services: Il Since program start 74 (100.0%)
# Active Services: 74
# Disabled Services 0 Metric Min. Max. Average
Check Execution Titme =1 zec 32 zec 1.635 zec
Check Latency =1zec 2zec 0000 zec
Percert State Change 0.00% 2480% 4.24%
Time Frame Checks Completed
== minute 0 (0.0%)
== 5 minutes 0(0.0%:)
Passive Senvice Checks <= 15 minutes 0(0.0%)
# Total Services: 79 ==1 hour 0(0.0%)
# Pazsive Services: 3 Since program start 0(0.0%)
Metric Min. Max. Average
Percert State Change 0.00% 000% 0.00%
Time Frame Checks Completed
== 1 min.te; B [37.5%)
== 3 minutes: 9(36.2%)
== 15 minutes: 9(56.2%
Active Host Checks ¢ )
==1 haour: 11 (B5.5%)
# Total Hosts: 16 Since program start: 15 (93.8%)
# Active Checked Hosts: 16
# Mot Checked Hosts: 0 Metric Min. Max. Average

Check Execution Time:

Check Latency:

Percent State Change:

0.00 zec 0.84 sec 0.232 sec
0.00 zec 0.00 zec 0.000 zec

000%  1013% 1.02%

Chapter 3. Using Bull System Manager Console Supervision Modes

Figure 3-31 Performance statistics

67



68

Scheduling Queue displays the time of the last and next checks scheduled for each host or
service that is monitored.

1
Check Scheduling Queue Updated vene 120 sesonds
Host Service Last Check Next Check Active Checks
chiatly W Evertlog System 25-07-2006 14:16:50 25-07-2006514:21:50 EMABLED
chatly L Systermlosd Memory 25-07-2006 14:16:50 25-07-2006 14:21:50 EMABLED
chatly WY Systermload Memary 25-07-2006 14:16:51  25-07-2006 14:21:51 ENABLED
frelsd 7od Systemload Memaory 25-07-2006 14:16:55  25-07-2008 14:21:58 EMABLED
frelsd 7od Evertl og System 25-07-2006 14:16:55  25-07-2008 14:21:58 EMABLED
frelesi 04 LogicalDisks Al 25-07-200614:17:02  25-07-2008 14:22:02 EMABLED
Iyl PING 25-07-200614:17:05 25-07-2008 14:22:08 EMABLED
frelsE260 Systermload CPL 25-07-200614:17:05 25-07-2006 14:22:05 EMABLELD
frelsG260 FileSystems Al 25-07-200614:17:05 25-07-2006 14:22:05 EMABLELD
blace] Hardware Heatth 25-07-200614:21:09  25-07-2006 14:22:09 EMABLELD
nsmaster BING 25-07-2006 141718 25-07-2006 14:22:15 EMABLELD
nsmaster-rmc RMC PowerStatus 25-07-2006 14:17:19  25-07-2006 14:22:19 EMABLED
ERCLS1 704 Evertl og. Application 25-07-200614:17:19  25-07-2006 14:22:19 EMABLELD
charly W Hardware Health 25-07-2006 14:21:24 25-07-2005 14:22:24 ENABLED
blade? Hardware Health 25-07-2006 14:21:24  25-07-2006 14:22:24 ENABLED

Figure 3-32 Scheduling Information

When you launch the Control screen from a host or a service, host or service monitoring
information and host or service comments are displayed. You can also enable/disable
notifications, and enable or disable service checks.

Host monitoring information Host Commands

3 Disabe checks of this host

Lazt Status Check 25-07-2006 094916

25072006 09:4310 x Dizable notifications for this host

Last State Change:

x Dizable notifications for all services on this host
Last Host Motification RIS

j" Enable notifications for all services on this host
Current Motification Mumber 0

Schedule & Check Of Al Services On Thiz Host

Host Checks EMABLED

x Dizable checks of all services on this host

Host Motifications EMABLED

DISABLED

j" Enable checks of all services on this host

Event Handler j" Enable evert handler for this host

g} Add 3 comment ‘:, Delete all commerts

Host Comments

Time Author Comment ID Persistent Type

Thiz host has no comments associsted with it

Figure 3-33 Monitoring Host commands
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Host/Service Monitoring Information

Gives general information about host or service monitoring.

Host/Service Comments

Displays the comments associated with the host or service, and allows you to add or delete
comments.

Host/Service Commands
Enables actions for the monitoring functions.
When you click a command, you are prompted to confirm by clicking Commit in the

confirmation page. The command is posted for immediate execution by the Monitoring
Server.

Note  To process commands you must have Administrator rights.

3.4.4 Reporting Information

The following table lists the information types available and associated supervision scope.

Information Type Supervision Scope

Alert History Root nodes of Hosts and Hostgroups views (Tree)
Hostgroup
Host
Service

Nofifications Root nodes of Hosts and Hostgroups views (Tree),
Hostgroup
Host
Service

Availability Root nodes of Hosts and Hostgroups views (Tree),
Hostgroup
Host
Service

Status Trends Root nodes of Hosts and Hostgroups views (Tree)
Host
Service

Indicator Trends Root nodes of Hosts and Hostgroups views (Tree)
Hostgroup
Host
Service
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3.4.4.1 Alert History

This screen displays host and service alerts according to the context selected. For example,
when this screen is called from a Hostgroup, only the Alerts related to the hosts contained
in the selected Hostgroup are given, as shown below. Information about Alert History is
detailed in Alert History, on page 15.

1
e [Ws_Master | Alerts type Hosts and Services = [ ot acknowledged
& [~ALLHoSTS = | et =l history
O I““ALL SERVICES = LI Report Period ILaSt?Days ;l
bt a:¢ Items: I‘I_E_ Apply I Reset |
Matching Alerts DatedTime Server: 28-04-2005 14:40:17
Time Host Service State Count Information
25-04-20051307:18  frolz5203 Evertl oo Application Ok 1 Ohk: no new events for the last 30 mn
28-04-2005 1224118 froles208 Systemload CPU Ok 1 CPU Load Ok (1mn: 469 (10mn: 50%)
28-04.2005 123622 frcisS208  SystemLosd.CPU ) e e Do
BOLASI1Z322 fos8  SystemLosaCPy 1| heetmiamaem
28.04.2005 122523 frelsS208 Systeml oad CRU 1| [EEiol L”STHS“;D‘E‘%“ Aokl
28-04-2005 1222222 frcls5208 EventLog.Application |0 1 28 newy events for the last 30 mnl
28-04-200512:21:23  frole5208 Systemload CPU s} 1 CPU Load HIGH (1m: 66%) (10m: 27%)
25-04-200512:02:58  froleS208 Eventl oo Security 0K 1 CH: no new events for the last 30 mn
28-04-200511:33:02  frcle5208 EventLog Security 1 4 newy events for the last 30 mnl
27-04-2005 16:21:29  frole5208 Evertl og.System 1 Ok: no new events for the last 30 mn
27-04-2005 162006 frol=S208 Eventl oo Application DK 1 CH: no new everts for the last 30 mn
27-04-2005 155137 frcls5208 EventLog System AR 1 1 nmesy everts for the last 30 mnl
27-04-2005 154502  frole5208 Eventlod Spplication |10 1 2 newy everts for the last 30 mnl
27-04-2005 144538 froleS208 Eventl oo Security 0K 1 CH: no new everts for the last 30 mn
1

Figure 3-34 Alert History screen - example
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3.4.4.2

Notifications

This screen displays notifications that have been sent to various contacts, according to the
context selected. When this screen is called from a Root node, it reports all the notifications
for all the resources declared in the Bull System Manager application, as displayed below.

1
Archives Log File Havigation [M'f';_:at":'” [ &l notifications =]
Sun Apr2400:00:00 RDT 2005 EXE
ta Earliest Entries
Fresant., First: r Apply
Matching Notifications
Time Host Service Type Contact Command Information

2 newy

28-04-2005 1502237 frolz1704  EvertLog Application [EERIESS manager  notify-by-email fh";:'g;fgg
mn!
CPU
|_ttilization:

28-04-2005 150216  frolsB260 Systemload.CPU RSGul mansger  notify-by-emsil ?g%%mg
80%, (15mm)
CRITICAL
PING

o HOST . . CRITICAL -

25-04-2005 1500258 hlace2 Tolit |:,,:',-:.,-|_,-,_J manager  host-notity-bey-email Betbetinace

100%
{displayed notifications: 3 )
1

Figure 3-35 Notifications screen - example

The screen is divided into two parts:

e The top part of the screen allows you to modify the notifications reported, according to
a set of criteria:
Log File By default, only the notifications recorded in the current
log are displayed.
To see older notifications, you can select an archived log.
Notification Level Allows you to select the type of Notifications displayed
(Service notifications, Host notifications, Host Down,
Service Critical, etc.).
By default, all notifications are displayed.

Earliest Entries First Used to select the order of notifications displayed.
By default, the most recent notifications are displayed
first.

e The bottom part of the screen contains matching notification information according to

the context and the criteria set in the top part of the screen.

Notifications and information about these notifications (Time, Type, Notified Contacts, etc.)
are displayed according to the criteria previously set. Type information reflects the severity
of the notification.
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3.4.4.3 Availability

This screen reports the availability of hosts and services over a user-specified period. When
called from a root node, it reports the availability summary for each host declared in the
Bull System Manager application. When called from a Host context, the report will be
more detailed as shown below.

1
Report Period: IThis Month j Apply I
From 01-04-2005 00:00:00 to 25-04-2005 15:04:10 (duration; 27d 15h 4m 10s)
Host State Breakdowns
‘ L TimeUp % Time Down I Time Unreachable I Time Undetermined
T3EI% 0.00% 0.03%
Services State Breakdowns
S 4 Titne % Time U Time U Time U Time
OK Warning Unknown Critical Undetermined
Hardwware Heafth | 99.92% 0.00% 0.04 0.00% 0.04%
EIMG FSTB% 0.00% 0.04%
Event Host Log Entries [ View full log entries ]
Start Time End Time Duration Type Information
30-03-2005 1710008 01-04-2005 09:21:48 1d16h11m 40z | HOSTUR  (Host assumed to be up)
01-04-2005 09:25:25  01-04-2005 09:25:25 0d Oh Om Os HOST LR (Host assumed to be up)
01-04-2005 09:25:28  01-04-2005 13:00:05  Od 8h 34m 37s HOST LR (Host assumed to be up)
01-04-200518:06:03  01-04-2005 13:06:03 0d Okb Om O= HOST UP (Host azsumed to be up
01-04-2005 18:06:03  01-04-2005 20:11:59 0Od 2h Sm 56z HOST LR (Host azsumed to he up)
01-04-2005 20:41:58  01-04-2005 20:11:58  0dl Oh Oim O sguuc?:%cmncm - Packet logs =
]

Figure 3-36 Availability screen - example

The screen is divided into two parts:

e The top part allows you to define the period over which the report is built (Report
Period selection box). The default period is the last 24 hours.

e The bottom part displays reporting information, according to the context and the report
period.
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The following information is reported:

Host State Breakdowns or Represents the percentage of time spent by the host or

Service State Breakdowns service in each of its possible states.
Note:
Time Unknown is reported when the monitoring server
cannot obtain information about the service (because, for
instance, the host is down, or the monitoring agent is not
running on the target).
Time Undetermined is reported when no information was
collected, mainly because the monitoring server was not

running.
Services State This information is available when a report is requested for
Breakdowns a host. Availability report for all the services of the host.
Host Log Entries or List of all the Nagios events logged for the host or service
Service Log Entries during the chosen period.

Status Trends

This screen displays a graph of host or service states over a defined period, as shown

below.

Repart Period: I Last 24 Hours - l Apply |

From 27-04-2005 151357 to 28-04-2005 15:13:57 (curation: 1d Ok Om 0=)

Chronology

Ok
Warning
Unknowr

Critical

Indeterminate

Wed Apr 27 A7:12:03 2000
Thu ppr 28 02:35:33 2005
Thu Apr 28 04:34:08 2005
Thu Apr 28 05:24:08 2005
Thu Apr 28 15:13:57 2005

[Ty]
b=
=
Lo ]
==
uw
[x]
-
uw
-
-
(st
o
=
L
-
fin)
=

Availabhility

U Time OK " Time Warning 1 Time Unknown % Time Critical U Time Indeterminate
IF ' 0.00% 0 0.00%

Figure 3-37. Status Trends on a Service
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3.4.4.5

74

The screen is divided into two parts:

e The top part allows you to select the period for which the report is built (Report Period
selection box). The default period is the last 24 hours.

e The bottom part displays information, according to the context and the Report Period

selected.

The following information is reported:

Chronology ~ Represents the evolution of the host or service status over the selected
period.
Availability ~ Represents the percentage of time spent in each state for the host or

service.
Indicator Trends

The Indicator Trends screen lists the available indicator reports defined for a given
resource, as displayed below.

Details on how to visualize reports associated with these indicators is detailed in Reports,

on page 92.

To display a report, click on an indicator report.

Indicator reports

Indicator report Collect mode Source
chuload MM _tnonitaring Systemboad CPL
inoctets SNMmp A361212211041
outoctets SMMmp A361212214161

udpincourt SMMmE A36121740
udpoutcourit SMmp A36121740

Figure 3-38 Indicator Trends on a Host
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3.4.5

3.4.5.1

Inventory Information

The Inventory menu is divided into two submenus: Platform and Operating System.

Inventory information, which is sent by the BSM agent, is stored in a database on the BSM
server. If the target host is down, the inventory data is always available.

The Refresh Inventory button is used to force a refresh of the inventory stored in the
database.

The BSM server sends a request to the BSM agent installed on the target host, asking it to
send an inventory (hardware and software):

*  When the target host is defined in the BSM configurationWhen the target host reboots
*  Manually when the operator clicks on Refresh Inventory

*  Automatically if the updatelnventory periodic task is enabled in the BSM
configuration (See Chapter 4: Configuring Inventory, in the Administrator’s Guide, 86
A2 56FA))

Platform Information

These screens are available for Host or Service supervision. Information levels vary
according to OS and host type.

Hardware Information

This information is only available for hosts with Windows, Linux or AIX Operating Systems.

e For Windows hosts, this screen displays the following information:
Processor, Memory, BIOS, SOUND, VideoCard, Input Devices, Monitor,

Network, Ports, Printer, Controller and Slots Information
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ull System Manager 1 Console - Microsoft Internet Explorer

j 2L BLE 0O 2 I =
@ Map (4 Hosts 2 HOST:sles10 i
& AR & a_machine LLIZIE
- Platform v | Operating System - | Refresh Inventory |
B2 stesto Hardware a
BSM Tools Last inventory : 04/17/2009 02:45:12 |
— . Storage
@ PROCESSOR(S)
Type Processor Speed (Mhz) Number
Intel(R) XeoniTM) MP CPU 3.16GHz 3168 1
Bull Tools
MEMORY
Caption Description Capacity (MB) Purpose Type Speed Slot number
RAM slat #0 DIMM z048 DRAM Unknown 1
RAM slot #1 DIMM 2048 DRAM Unknown H
v RAM slot #2 DIMM 2048 DRAM Unknaown 3
RAM slot #3 DIMM % DRAM Unknown 4
BIDS
Serial number Manufacturer Model B10S Manufacturer F19%  gips pate
¥ersion
YMware-56 4d ac 55 ad f4 93 d5-09 9c 9¢ WMware Virtual  Phoenix Technologies
ot r me 7F mE YMware, Inc. T atform 600 01/30/2008
YIDED CARD
Name Chipset Memory (MB) Resolution =
@] hiep:f{172.31.50.61/B5M/conscle /heading-phpjwr apper.php7panel=Hardwareshost=sles10Enadetype=hostBrontext=Treegu [ T [ [ [ meemet b

Figure 3-39 Hardware Inventory information — example

Storage Information

This information is only available for hosts with Windows or Linux Operating Systems.

sole - Microsoft Internet Explorer

3 Z A RR 00 D Ll =
@ Map {all Hosts HOST: FRCLS3104 i
® Mlerts B freis1 704 Rreefitory
erating System~ | Refresh Inventary |
[ frols 2681 Hardware
BSM Toals & FreLs3104 Storage Last inventory : 04/14/2009 11:44:51
@ STORAGE

Name Manufacturer Model Description Type Di?t‘ﬂs;ze

BT Flappy disk drive  (St2nderd flopey disk Floppy disk drive ey CleTs 0
Maxtor 6E040L0 (Standard disk drives) £ /PHYSICALDRIVED Disk drive F"‘e”mh:d”i‘: disk 39205
LITE-ON COMBO SOHC-  {Standard CD-ROM LITE-OM COMBO SOHC- . ; .
4832K drives) 4832K CD-ROM Drive D-ROM °
v
[ @] hiep Frcls 31041 10080/ESHcansalefheading-phpfwrapper . phpTpane host=FRCL detype=hostécontext=Treeta [T T T N3ioclinkanst 4

Figure 3-40 Storage information - example
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3.4.5.2

FRU Information

This information is only available for Express 5800, R400, T800, NovaScale 3000, 4000,

5000, 6000 and 9006 series, Nova Scale Blade and Escala Blade hosts.
For details about the information displayed, refer to Chapter 4.

Sensor Information

This information is only available for Express 5800, R400, T800, NovaScale 3000, 4000

and 9006 series and Nova Scale Blade hosts.
For details about the information displayed, refer to Chapter 4.

SEL Information

This information is only available for Express 5800, R400, T800, NovaScale 3000, 4000,

5000, 6000 and 9006 series, Nova Scale Blade and Escala Blade hosts.
For details about the information displayed, refer to Chapter 4.

Operating System Information

These screens are available for the supervision of Hosts or Services. Information levels vary

according to OS and host type.

Windows Information

The Windows System screen displays the following information:
System, Memory, Logical Disks Process, Users, Products installed, Shared
resources and Services Information

Memory Usage

Size Used Free
Physical 1.5 Ghytes 53% 725 Moytes
Paged F44 Miytes 13 9% E54 Miytes
Total (Virtual) 2.1 Ghytes 30% 1.5 Ghytes

Figure 3-41 Windows Memory screen - example
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The Windows Process screen displays the processes running:

Processes Information
Hame PID Executable Path Creation Date  Priority CPU Time Virtual Memory Used Threads
Syslon s i . 0 30BZEDE OKb 1
System 4 5 : ] 012813 OkKb 85
smss exe 432 2 Sl 1 000002 184 Ko 3
csresexe 480 CWMINDOWS sy stema2icarss. exe S 13 011528 1B40Kb 15
winlogon exe 504 CUATNDCWS sy stem3Zininiogon exe 2323&4@4 13 000304 7044 Kb 17
servicesexe 548 CAMNDOWS sy stem32iservices exe 2102:5;34124 ] 00:2311 7454 Kb 7
lsass exe 560 CUMNDOWS sy stemd2isass sxe 25’?2{3%“ 3 005641 9016 Hb 36
svchostexe 738 CAMNDOWS system32iavchost exe Sy ] 000326 1152 Kb 1"
svchostexe 798 CAMNDOWS System32\svehost exe Sl ] O00416 2252 Kb 2
svchostexe 948 CAMNDOWS sy stem32isvohost exe Sianes ] 00:01:26 3644 Kb El
pnsinAna

Figure 3-42 Windows Process screen - example

The Windows Users screen displays information regarding the users:

Users Information
Hame Domain Description Status
Administrator FRCLZ=5205 Buitt-in accourt for administering the computeridamsain Ok
Guest FRCLS5208 Buitt-in accourt for guest access to the computer/domain Degraded
IUSR_FRCLS5208  FRCLSS208 Buit-in account for anonymaous access to Internet Information Services Ok
WAk FROLSS208 FRCLSS208 Buitt-in sccount for Internet Infarmation Services to start out of process ok
applications
nsmaster FRCLS5208 nsmaster 834
SUPPORT_3858945a0 FRCLSS5208 Thiz iz a vendor's accourt for the Help and Support Service Degraded
_ vimvwvare_user_ FRCLSS208 “Mwvare User Ok

Figure 3-43 Windows Users screen - example

The Windows Products screen displays the products installed:

SOFTWARE
Editor Name ¥ersion Comments
Adobe Systems adobe Flash Player Activex 9.0.115.0 [T
Incarpaorated
Adobe Systems Adobe Flash Player Plugin 9.0,124.0 NAA
Incarpaorated
Adobe SVG VWiewer 3.0 3.0 NAA
Microsoft FrontPage 98 NAA
InstallShield PackageForTheeb 2 N/A
Java Web Start MR
. . Security Update far Step By Step Interactive Training
Microsoft Corporation (KBEOB4SS) 20050502.101010 NAA
Microsoft Corporation  Security Update for Windows Server 2003 (KB921503) 1 NiA
P 2 Security Update for Windows Media Player 6.4
Microsoft Corporation (KBI25398) NAR
Microsoft Corporation  Security Update for Windows Server 2003 (KB925902) 1 MR
Microsoft Corporation  Security Update for windows Server 2003 (KB926122) 1 N/

Figure 3-44 Windows Products screen - example
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Note

On servers running the Windows Operating System, only the products installed that use a
.MSl file are displayed.

The Windows Logical Disks screen displays information about the logical disks:

DISK(S)
Letter Type File System Total {(MB} Free (MB)} Designation
Aif Removable Drive ] 1]
Cif Hard Crive MTFE 19194 2110
D Hard Drive NTFS 20002 5647 DATA
E: CD-Rorm Drive ] ]

Figure 3-45 Windows Logical Disks screen - example

The Windows Services screen displays information regarding the services:

Services Information
Display Hame State  Has Been Started ? Start Mode Executable Path Action if Startup Failure Account
Alerter Stopped FALSE Disabled CAMBDEN s Petemi2isvohost axe e Normal NT AUTHORITYWLocalService
LocalService
Application Layer 5 i
Galeway Service Stopped FALSE REE] COMMDCOIEISy stem3aly 2xe Mormal NT AUTHORITY UL ocalService
n-fa?%i;;léue?n Stopped FALSE Marnual  CAANDOWSisystem3Zisvehost exe & netsves Normal LocalSystem
Windows Audio | Stopped FALSE Disabled CANDOWS Sy stem32isvchost.axe -k netsvos Mormal LocalSystem
Background
Intelligent Running TRUE Manual CINANDOVYS sy stem32ievehost exe -k neteves Marmal LocalSystem
Transfer Service
L Rurini TRUE Aut CAMNDOVWS system32isvehost exe -k net Mormsl LocalSysh
Browwser unning 0 Y ST, WVCNOSL BXE -K NEIEVES ormal ocalsysiem
Inclexing Service | Stopped FALSE Disabled CoMNDOWS ey stem32icisve exe Marmal LocalSystem
ClipBook Stopped FALSE Disabled CRAMNDOVWE ey stem32clipsry exe Mormal LocalSystem
COMH+ System CHAMDOWSieystem32wllihost exe Processid:
Application | Stopped ERLSE LEDEE 1020483F1 -FDB8-1101-9500-00805F C79235} Loshal LRGslsysern
Crypfonraphic | unning TRUE futo CAMNDOWS system3Zisvehost exe & netsves Normal LocalSystem

Figure 3-46 Windows Services screen - example

Linux and AIX Information

The Linux System screen displays the following information:
. System, Memory, File Systems, Process, Users, RPM products and System Logs
Information

Memory Usage

Type Percent Used Free Used Size
Physical Memory 7% 5242 MB 191 GB 1.96 GB
Swwap 0% 185 GB 144 00 KB 1.85GB

Figure 3-47 Linux Memory Usage screen - example

The Linux Process screen displays processes sorted by PID, User, Memory Usage or CPU
Usage.
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The following example shows processes sorted by Memory Usage. You can change the sort
option by clicking the corresponding link.

1
Display: PO User Memory CPU Search
Real memory: 515724 kB total f 203216 kB free Swap space: 562264 kB total f 583736 kB free
Process ID Owner Size Command
15711 root 56565 kB AustiX11REAING (0 -audit 0 -auth sarfgdms 0 Xauth -nolist .
27654 roat 43936 kB Jusrbindartsd -F 10 -5 4096 -z 60 -m artzmeszage -c drkongi ..
2TESY root 1656 kB eggoups --sm-config-prefix feggoups-Sgshiley) --sm-client-id 1 ..
27659 root 35116 KB kdeinit: knotify
27676 root F21M16 KB kdeint: kicker
28473 roct J20Y6 kB  kdeint: konsale
276E84 root 30924 kB Jusrbindoython uzrbinbn-applet-gui --am-config-prefic d
27692 root 30540 kB kdeinit: konsole -session 10109539552000111 2338110000001 5947 ...
2TEET roat 29664 kB kdeinit: kdeskiop
27EES root 28736 KB kdeinit: kwin -session 10109a8955200011081 231590000005652000 ..
27650 roat 27932 kB kdeinit: kio_file file Ampiksocket-roatklauncherWicga.sla ...
27BES roat 27520 kB kdeint: khotkeys
2TEG4 roct 27360 KB kdeint: ksmserver
2TE37 roct 27286 KB kdeint: Klauncher
10916 root 27096 kB Austibinkdeskiop_lock
2TE32 root 26464 kB kdeinit: Funning...
10917 roct 23604 kKB Musrbinkbannet kes -root
27E35 roat 25100 kB kdeinit: docopzerver --nosid
|

Figure 3-48 Linux Process screen - example
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The Linux Users screen displays information regarding the users:

1
Local Users
Username User 1D Real name Home directory Shell
adm 3 adm Mearfadm fzhindnologin
apache 45 Apache Hear b fzhindnalogin
hin 1 hin Hhin fzhindnalogin
daemon 2 daemon f=hin fzhininologin
dbus a1 System message bus ! Fzhininologin
73] 14 FTP Uszer Mearitp Fzhininalogin
games 12 games stigames Fzhindnalogin
gem 42 Mearfgdm fzhindnologin
gopher 13 gopher Mearfgopher fzhindnologin
hald=emaon 15 HAL daeman ! fzhindnalogin
halt T halt f=hin F=hinhalt
(4] 4 (4] Mearfzpoolipd fzhininologin
il g il Mearfzpoolinail Fzhininaologin
rrailrull 47 Marfzpoolingueue Fzhininalogin
netelumg 34 Metweork Crash Dump user Mearicrash Hhintbazh
NEWS 9 NEWS letoinew s
nfznakbady E5554 Anonymous MFS Uzer Mearfib/ntz fzhindnalogin
|

Figure 3-49 Linux Users screen - example

The Linux RPM Products screen allows you to display the packages installed by using a
search tool or by browsing the package tree.

SOFTWARE
Editor Name Yersion Comments
cyrus-sasl-lib.xB6_6< 2.1.22-4 Shared libraries needed by applications which use Cyrus SASL,
dmidecode .x&6_64 2.7-1.28.2.el5 Tool to analyse BIOS DMI data.
libXaw. xB6_64 1.0.2-8.1 ¥.0rg %11 lib%aw runtime library
libxxfaedga i366 1.0.1-3.1 ¥.org %11 libxxfgadga runtime library
rdate x86_64 1.4-5 Tool for getting the date/time from a remote machine.
openldap.i3ge 2.,3.27-5 The configuration files, libraries, and documentation for OpenLDAP.
libnotify x86_6< 0.4.2-6.8l5 libnotify notification library
libuternpter.x86_64 1.1.4-3.fcé A privileged helper for utrp/wtrnp updates
system-config-language.noarch 1.1.4a8-1.els A graphical interface for modifying the system language
pyorbit.x86_o4 214.1-1.1 Python bindings for ORBIt2,
amp 366 4.1.4-10.el5 A& GMU arbitrary precision library.
slang-devel . x&6_64 #.0.6-4.el5 The static library and header files for development using S-Lang.
postgresgl-libs.x&6_6d g.1.4-1.1 The shared libraries required for any PostgreSgL clients.
system-config-kdurnp.noarch 1.0.9-3.el5 A graphical interface for configuring kernel crash dumping
libxdamage-devel.x86_64 1.0.3-2.1 ¥.0rg =11 libxdamage development package
gnome-desktop.i3as 2 16.0-1.fcf Package containing code shared among gnome-panel, gnome-session, nautilus,

etc

Figure 3-50 Linux RPM Products - example
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3.4.6

3.4.6.1

82

The Linux System Logs screen displays, and allows you to view, the logs that are available.

Log destination Active? Messages selected

File rdevsconsole Mo kern.*

File fwar/log/messages Yes *jnfo; mail.none ; authpriv.none ; cron.none iew.,
File fwar/logfsecure Yes athpriv * Wiz,
File fwvar/log/maillog Yes mail * Wiz,
File fwar/logfcron Ves cron.? Wiz,
Al uzers Yes * emery

File fwar/flogfspoaler Ves LI NEwes Crit Wigw .,
File fwar/log/hoot . Log Yes local7 * Wiew

Figure 3-51 Linux System Logs screen — example

Operations Menu

The Operations menu allows an Administrator fo take remote control of a platform or
Operating System.

This menu is only available to Administrators and is divided into several potential
submenus: Platform, Operating System, Consolidation, Applications and Storage.

Platform Menu

These menus are available for the Hardware Manager and Host (and Services) with a
dedicated hardware manager.

Power Control

Allows the Administrator to manage the power control via the Bull System Manager
Hardware Management application.

Manager GUI

Allows you to launch the appropriate hardware manager:
e PAM for NovaScale 5000 and 6000 series

e ISM for NovaScale 4000 series

e CMM for NovaScale Blade series

e RMC or ARMC, SIMSO+ for Intel based computers.

e All other managers that can be accessed via a URL.

BSM 1.3 - User's Guide



3.4.6.2 Operating system Menu

These menus are available for Host or Service supervision. Information levels vary
according to OS and host type.

Remote Operation Menu for Windows
... >VNC Viewer Starts VNC viewer to connect to this host.
.->MMC
. ->Remote Desktop

Remote Operation Menu for Linux

. ->SSH Launches SSH to connect to this host.
The following items Open a Webmin page:
. ->Shell e to execute a Unix shell command.
.. > FileSystem e to manage disk and network file systems.
. > Processes e to manage running processes.
. > Users e to manage Users and Groups.
. > Password e fo manage passwords.
.-> RPM * to manage software packages.
. -> System Logs * to manage system logs.
. > NetConfig e to manage network configuration.
Note  SSH command calls a local SSH client console. This command runs only on Linux console
machines.
3.4.6.3 Storage Menu

This menu is available for the Storage Manager, Host or Service supervision.

From this menu, you can call the storage manager GUI.

3.464 Consolidation Menu

This menu is available for Host supervision.

From this menu, you can call specific management tools for virtualization and/or
consolidation (generally, these items come with specific Server Add-ons).

3.4.6.5 Application Menu

This menu is available for Host supervision.

From this menu, you can call specific management tools for a specific Bull applicative
framework and/or applications (generally, these items come with specific Server Add-ons).
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Chapter 4. Using Bul System Manager Console Applications

4.1 Bul System Manager Hardware Management Application

The Bull System Manager Remote Hardware Management Application provides the same
look and feel for hardware operations, independently of the target machine type.

This application manages Power Control, and displays FRUs, Sensors and System Event
Logs for Express 5800 and NovaScale 4000, 5000, 6000, R400, T800, 9600 or Blade

series servers.
This application also manages Power Management for NovaScale R400, T800 servers.

There are two ways to start the application:
e Launch the Hardware Management Application from the application bar

e Activate the Hardware > Remote Control item in the Console Management Tree host

menu.
Host Selection Display Pane
@ e e e e e e e e EE@!
Reload & Help;

Host properiies
s View

Power Control

Power Management
* Power Budget

Hardware Information
L ormation

# ‘(3 58 erreurs {0 avertissements

Figure 4-1 Remote Hardware Management screen
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4.1.1

4.1.1.1

86

Bull System Manager Remote Hardware Management comprises three functional parts:

Host Selection Window & Current Selected Host Window
Used to select the current host from all the Express 5800 and

NovaScale 4000, 5000, 6000, R400, T800, 2600 or Blade servers
declared in the Bull System Manager network and displays it.

Action Window  Displays the hardware operations that can be executed.

Display Window Displays parameter forms, messages and command results.

Host Selection

Hardware commands only apply to the selected host. The selected host name is displayed
in the Current Selected Host Window.

The application is launched contextually from the Current Selected Host in the Console
Management Tree.

You can select another host from the list of available hosts in the Host Selection Window.

When a host is selected, the application reads the Bull System Manager configuration files
to obtain the host properties.

Host Properties

You can display selected host properties by clicking View:

Ml HOST: charlydL

Host Description

Mame chatlydl

Deszcription Atomatically crested for the NS S005 platform.
hackel NS 2005 series

s Linx family

Metweark Mame 172315080

Hardware Management

PaM Domain 10 domi
PAM Mame charlyd_Pah
Metweork Matne 172.31.50.50

Figure 42 NovaScale 5000 Server host properties - example
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Host properties differ according to host type, as shown in the following tables:

Name

Model
Network Name
Operating System

Name of the current selected host to which commands are applied
Host model
Current selected host local network name or IP address

Operating system type (Windows, Linux or any)

Out-Of-Band information

Network name

network name

Table 4-1. NovaScale 4000 Server host properties
Name Name of the current selected host to which commands are applied
Model Host model

Operating System

Operating system type (Windows, Linux or any)

Network name

Current selected host local network name or IP address

Hardware Management

PAM Domain ID

Current selected host domain name

PAM Name

PAM Manager name

Network Name

Local network name or IP address of the PAP server managing the
selected host

Table 4-2. NovaScale 5000 or 6000 Server host properties
Name Name of the selected host to which commands are applied.
model Host model

Network Name

Selected host local network name or IP address

Operating System

Operating system type (Windows, Linux or any)

Out-Of-Band information

Network Name

RMC network name

Table 4-3.

Express 5800 Server host properties

These values always correspond with those found in the Bull System Manager

Configuration.
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4.1.2

4.1.2.1
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Commands

Note

All commands are applicable to the Host Selected.

Prerequisites

NovaScale 3000 Servers

The BMC (Baseboard Management Controller) on the managed host must be configured
for remote control over LAN.

NovaScale 4000 Servers

An SMU (System Maintenance Utility) user must be declared for the managed host via the
ISM (Intel Server Management) software delivered with NovaScale 4000 servers. User
authentication must be declared in the Bull System Manager Configuration.

NovaScale 5000 and 6000 Servers

Bull System Manager Hardware commands are sent to the PAP server for execution. The
only prerequisite is that the targeted host is managed by an operational PAP unit accessible
from the Bull System Manager server.

NovaScale Blade Servers

Bull System Manager server must be declared as a SNMP Manager in the CMM
configuration. For details, please refer to the NovaScale Blade Chassis Management
Module Installation and User’s Guide

NS R400/NS T800/Express 5800 Servers

The BMC (Baseboard Management Controller) on the managed host must be configured
for remote control over LAN. This is done using the Infel SysConfig tool or DOS
configuration tool available on the Bull EXPRESSBUILDER CD-ROM delivered with Express
5800 Series servers.
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4.1.2.2

Command Outputs

A message indicating command failure or acceptance is displayed.

Power Control

As Power Control operations (except Power Status) are executed asynchronously, the output
only indicates if the command is accepted and started. It does not indicate whether the
command has been executed or not.

il HOST: nsmaster

Power Status

O nsmaster ;. Powered OH

Figure 4-3  Power Status output - example

Note

In order for the power off command to be taken into account on a remote host running
Windows 2000 / 2003 server, the Shutdown: Allow system to be shut down without
having to log on security option must be enabled on the remote host.

You can configure this security setting by opening the appropriate policy and expanding
the console tree as such:

1. Click Start, and then click Run.
2. In the Open box, type gpedit.msc, and then click OK.

3. In the Group Policy window, expand Computer Configuration\Windows
Settings\Security Settings\Local Policies\Security Options\.

4. Set the shutdown security option to enabled.
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FRU

Click FRU to display the FRUs (Field Replacement Unit).

il HOST: nsmaster

FRUs

FRU Description
[+ Buittin FRU device
[+ RMC FRU Device ID: 1
[# Pwvr DstBd FRU Device ID: 2
S Divind A1 SPD Device |D: 4
S DM B SPD Device O 5
& Dihiht A2 SPD Device IDn 6
5 DIvind B2 SPD Device IO 7
[# DIt A3 SPD Device ID: 8
[# Dihihd B3 =PD Device IDr @
S Divind &4 SPD Device ID: 10
S5 DIk B4 SPD Device (D 11

Figure 4-4  FRU output - example

SENSOR

Click Sensor to display the sensors.

Note  This option is not available for NovaScale 5000, 6000 and Blade series servers.

1
L HOST: nsmaster
Sensors
Tyne ID Status

[# woltage Processor 1 Yoop (0x10) ok
[+ Woltane Processor 2 Woop (011 i

[ Woltage Bazehoard 3.3% (0x12] ok
[ voltage Baseboard 3.3EB (0x13) ak
[ voltage Baseboard 5% (0x14) ok
[ Woltage Bazehoard S4SB (0x13) ok

[ woltage Baszeboard 124 (0x16) ak
[ voltage Baseboard WBAT (0=17) ak
[# woltane SCELA et 1 (0018 ok
[ Woltage SCELA Wret 2 (0019 ok
[ woltage SCEI A Wref 3 (0xla) ak
[ voltage SCEIB Wref 1 (0x1h) ak

[+ Woltane SCEIB Wref 2 (Ilc) ak

[ Woltage SCEIB wref 3 (0l d) ok
[# Temperature Baseboard Templ (0x300 ak
[# Temperature Processar 1 Temp (0x32) ak

1

Figure 4-5 SENSOR output - example
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SEL/PAM History

Click SEL (Express 5800 and NovaScale R400, T800, 3005, 4000 and Blade Series) or

PAM History (Nova Scale 5000 and 6000 Series) to display the 20 most recent records

for the System Event Log.

You can view records according to rank, or navigate to the next or previous records, and
to view the oldest records.

The Clear all SEL entries button is used to clear all the System Event Log entries. This

functionality is not present in PAM history.

Note

The Refresh button is only enabled when the most recent records are displayed.

Rank
00020
00019
0oo e
ooo 7
0ooe
ooms
00014
0003
0oo12
00011
oooo
0ooog
0000

Rank Mumber I ﬁl

Record ID
0150
016c
0138
0144
0130
ol
ooz
nof4
Q0ed
O0cc
Q0bs
O0z4
aos0

Top

System Event Log

Time
06/2002007 17:02:53
06/200/2007 17:01:47
06/2002007 17:00:07
06/200/2007 16:55:43
052002007 16:26:10
Q52002007 14:40:12
0B/2052007 14:15.27
0B/20/2007 13:24:16
06/204/2007 05:07.02
062042007 00:12:31
062002007 00:01:17
06M 902007 14:52:10
06/ 8f2007 15:46:58

E HOST: nsmaster

il il Bottom I

Refresh

Clear all SEL entries

Records from 00020 to 00001 (the most recent recaords)

Sensor Type
System Boot Initisted (System Init)
System Event (System Event)
Physical Security (Physical Scriy)
Physical Security (Physical Scriy)
Physical Security (Physical Scry)
System Boot Initisted (System Init)
System Event (System Event)
Physical Security (Physical Scriy)
Phrysical Security (Physical Scriy)
Phrysical Security (Physical Scriy)
Physical Security (Physical Scriy)
Physical Security (Physical Scriy)
Physical Security (Physical Scry)

Num
a1l
a7
05
05
05
al
g7
05
05
05
05
05
05

Description

Initisted by power up (OOF)
OFEM System boot evert (4181f)
General Chassis intrusion (40311)
General Chassis intrusion (40811)
General Chassis intruzion (40311)
Initizted by powwer g (O0FTF)
OEM System boot event (418111)
General Chaszsis intrusion (40511)
General Chassis intrusion (405{1)
General Chassis intrusion (405{1)
General Chassis intruzion (40311)
General Chassis intrusion (40311)
General Chassis intruzion (40311)

| v

Figure 4-6  SEL output - example

[ % ¥
:‘-'Tlr).l

SV Rank Record ID

2B2B10MB 050105 22:00:02

28282600 050105 22:00:02

Rank Mumber | M

PAM history (PAM)

Time

il HOST: pfB-103

Top| <«<| >>| Bottom |

Refresh |

Records from 2 1o 1 (the most recent records)

Target

Pap

HISTORY _PAMHISTORY

P& internal error. Please contact the customer

suppoart.

Description

Current history crested with PAM revision :

8100

Figure 47 PAM History output - example
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4.2  Reports

You can visualize the reports associated with these indicators, as follows:

1. Launch the Bull System Manager Console and click the Reports button to display the
reports available.

2. Click the report required.

7 http:/ fcoda - Bull System Manager 1.0.1 - Report - coda - Micros

To desplay a repord, click on an indisater report

Indicator reports

Host Name Source
breddeciceicd Systemload. CRU (i)
factary_hwd b4 eriflement Systemload.CRU (i)
bred zhores Systemnload.CRU (six)
frol=5208 cpu frol=52308 Systemboad CPU (windows)

Figure 4-8  Indicator Reports

Each report includes four graphs:

e Daily

e Weekly
e Monthly
e Yearly
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ifinOctets on frels2703

The statistics were last updated Friday, 15 October 2004 at 11:58

"Daily' Graph (5 Minute Average)

s6.0 K Oct 15 Z00d 11:53
o 42.0 k
[
£
o 28.0 k
b
2 14.0 k
OIOK.::E::E: :l:LEII:E::
4 6 8§ 10 12 14 16 18 20 22 o 2 4 &6 & 10

Max 537k Average 15960 Current 10040

“Weekly' Graph (30 Minute Average)

12.4 kK Oct 1? 2004 1?:53

9.3 k

6.2 k

octet/zec

T | Cu— ST SRS | SRS ST S

0.0 k

Thu Fri Sat Sun Mon Tue Wed Thu

Max 121% Awverage 15870 Current 11880

Figure 4-9  Daily and Weekly Report Graphs - example
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4.3  Other Applications

You can launch external applications by clicking the appropriate icon in the Other Tools
Window. Use the arrows to scroll through the list of applications. As the Administrator, you
can add external applications. Please refer to the Administrator’s Guide for details.

Note  The Bull icon gives you direct access to the Bull Support Web Site.

Other
i

v

Figure 4-10 Other applications
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Chapter 5. Categories and Services Reference List

This chapter describes the categories and default services for monitoring Linux, AIX or
Windows systems.

As the Administrator, you can change, remove or add categories and services to the
configuration. Please refer to the Administrator’s Guide for details.

Notes Other Categories and Services are provided by NovaScale Server Add-Ons. They are

described in the Bull System Manager Server Add-ons Installation and Administrator’s
Guide.

e A PING monitoring service allows you to monitor the presence of a targeted Host. This
service is not represented by a service node in the Management tree but is represented
in the Applications Window (Monitoring Status Details).

5.1 Monitoring Hosts

The following categories and services can be used to monitor items independently of the OS
(network access and protocols for instance). By default, they appear under any declared host.

5.1.1 Internet Category
This category contains all the services for monitoring the IP port (TCP, UDP, HTTP, FTP,
etc.).

5.1.1.1 HTTP

The Internet.HTTP service monitors the HTTP access of the hosts on port 80 (by default) on
the '/" URL (i.e. http://host:80/). The timeout value is 10 seconds.

e  Status is set to WARNING state for HTTP errors: 400, 401, 402, 403 or 404 such as

‘unauthorized access’.

e Status is set to the CRITICAL state if the response time exceeds 10 seconds or for HTTP
errors 500, 501, 502 or 503, or if the connection with the server is impossible.

5.1.1.2 HTTP_BSM

The Internet.HTTP_BSM service monitors the presence and status of the BSM URL.

Chapter 5. Categories and Services Reference List 95



5.1.1.3 FTP

The Internet.FTP service checks the FTP accessibility on its standard port (21).

e  Status is set to the WARNING state if the connection is successful, but incorrect
response messages are issued from the host.

e Status is set to CRITICAL state if the response time exceeds 10 seconds or if the
connection with the server is impossible.

51.14 TCP_n

The Internet. TCP_n service monitors TCP access of the hosts for a port.

e Status is set to the CRITICAL state if the connection with the server is impossible.

5.1.1.5 UDP_n

The Internet.UDP_n service monitors UDP port access of the hosts.

e Status is set to CRITICAL state if the connection with the server is impossible.

5.1.2 Reporting Category

This category contains all the services for monitoring reporting indicators associated with a

threshold.

5.1.2.1 Perf_indic

The reporting.Perf_indic service monitors defined reporting indicators.

Please refer to the Administrator’s Guide for details.
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5.2

5.2.1

52.1.1

Monitoring Linux or AIX Systems

The following categories and services can be used to monitor Linux or AIX systems. By
default, they appear under any host, declared as a Linux or AIX system.

FileSystems Category

This category contains all the services for monitoring file systems.

All Service

The FileSystems.All service monitors the percentage of used space for each mounted file-
system, except CD-ROM and floppy disks.

e Status is set to WARNING if there is at least one file-system with more than 80% space
used.

e Status is set to CRITICAL if there is at least one file-system with more than 90% space
used.

Status Information
If status is set to WARNING or CRITICAL, Status Information lists the file-systems concerned.

Examples:

DISKS OK: all disks less than 80% utilized

DISKS WARNING: /home more than 80% utilized

DISK CRITICAL: ( /7 ) more than 90% utilized - DISKS WARNING: ( /usr
/var ) more than 80% utilized

Correcting Status

e From the Applications Window, click System (Detailed Information box) to get
information about host file-system size.

e From the Applications Window, click the Operations menu and select:
Operating System > FileSystems.
You now have access to the host and you can investigate and correct any problems.
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5.2.2 LinuxServices Category (for Linux system)

This category contains all the services for checking the presence of Linux daemons.

5.2.2.1 Syslogd Service

The Syslogd service checks that there is one and only one syslogd process running on the
system.

Note  Syslogd is a system utility daemon that provides support for system logging.

e Status is set to WARNING if the number of syslogd processes differs from 1.
e Status is only set to CRITICAL when a processing error occurs.

Status Information

Gives the number of processes running with the syslogd name.

Example:

OK - 1 processes running with command name syslogd

Correcting Status

e From the Applications Window, click Processes (Detailed Information box) to obtain
the list of processes currently running on the system.

e From the Applications Window, click the Operations menu and select:
Operating System > SSH/Telnet.
You now have access to the host and can investigate and correct any problems.

523 AlXServices Category (for AIX system)

This category contains all the services for checking the presence of an AIX daemon.

5.2.3.1 Syslogd Service

The Syslogd service checks that there is one and only one syslogd process running on the
system.

Note  Syslogd is a system utility daemon that provides support for system logging.

e Status is set to WARNING if the number of syslogd processes differs from 1.

e Status is only set to CRITICAL when a processing error occurs.
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52.4.1

Status Information
Gives the number of processes running with the syslogd name.

Example:

OK - 1 processes running with command name syslogd

Correcting Status

e From the Applications Window, click Processes (Detailed Information box) to get the
list of processes currently running on the system.

e From the Applications Window, click the Operations menu and select:
Operating System > SSH/Telnet.
You now have access to the host and can investigate and correct any problems.

Syslog Category

This category contains all the services for monitoring the content of the syslog files.

AuthentFailures Service (for Linux system)

The AuthentFailures service monitors the /var/log/messages file for the detection of
authentication failure messages. It searches for the lines containing:

authentication failure or FAILED LOGIN or Permission denied,

but not containing login.*authentication failure (because such a line traps the same
error as a FAILED LOGIN line that has already been detected).

Note

Only new lines (if any) are checked each time. If the file has been truncated or rotated
since the last check, then the search is started from the beginning.

e Status is set to WARNING if there is at least one new matching line since the last
check.

e Status is only set to CRITICAL when a processing error occurs.

Nmportqnt

The WARNING status can be very transitory in the console.

When a new matching line appears in the log file, status is only set to WARNING during
the interval between the check that detects the error and the next check (if no new error
appears). You are therefore advised to activate the nofification mechanism for this service,
and fo consult the service history regularly.

Note

The notify_recovery field is set to no because it is not applicable for this service.

Chapter 5. Categories and Services Reference List 99



Status Information

If status is set to WARNING, Status Information gives the number of lines and the last line
matching the patterns searched.

Examples:

OK - No matches found
(3): Nov 26 15:31:32 horus login[4786]: FAILED LOGIN 3 FROM isis FOR
admin, Authentication failure

Note “(3):" indicates that 3 matching lines were found; the text that follows (Nov 26
15:31:32 horus...) includes the last matching line detected.

Correcting Status

e From the Applications Window, click the System Logs (Detailed Information) box to
access the content of the syslog files for the system. Then click View for
/var/log/messages to consult log file details.

e From the Applications Window, click the Operations menu and select:
Operating System > SSH/Telnet.
You have now access to the host and can investigate and correct any problems.

5.2.4.2 Errors Service (for AIX system)

The Syslog.Errors service monitors the number of error reports generated in the error log
over the last 30 minutes (based on the errpt command).

e Status is set to WARNING if there is at least one new matching line since the last
check.

e Status is only set to CRITICAL when a processing error occurs.

Nmportqnt

WARNING status can be very transitory in the Console.

When a new matching line appears in the log file, status is only set to WARNING during
the inferval between the check that detects the error and the next check (if no new error
appears). You are therefore advised to activate the notification mechanism for this service,
and to consult the service history regularly.

Examples:

No new Error Reports since Tue Jan 29 15:02:11 CST 2008
1 New error reports generated since Tue Jan 29 15:02:11 CST 2008
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5.2.5

5251

Correcting Status

e From the Applications Window, click the Operations menu and select:
Operating System > SSH/Telnet.
You now have access to the host and can investigate and correct any problems.

Alerts Service (for Linux and AIX system

The Alerts Service is used to collect the hardware SNMP traps emitted by the host.

To enable this service, the BSM-SYSLOG-MSG.mib must be integrated in the Bull System
Manager application, and SNMP trap reception must be enabled.

At installation time, the MIB is integrated and SNMP trap reception is enabled.

Traps are previously filtered, and only the traps emitted by SyslogToBsm on the Bull System
Manager agent are used to animate this service. The Bull System Manager agent must be
properly configured to send traps to the Bull System Manager_server host.

The status of this service depends on the trap severity:
e Status is set to OK if the trap severity is NORMAL.

e Status is set to WARNING if the trap severity is INFORMATION or WARNING.
e Status is set to CRITICAL if the trap severity is MAJOR or CRITICAL.

SystemLload Category

This category contains all the services for monitoring system load.

CPU Service (for Linux system)

The CPU service monitors the total CPU load over three periods:

e 1 min
— 5 min
— 15 min.

CPU load is computed using the load average given by the w command, or in the
/proc/loadavg file. The Load average is the average number of processes in the system
run queue, that is, the number of processes able to run:

(load average / number of CPUs) * 100.

Therefore, CPU load should be equal to 100% when the average of running processes per
CPU is 1 (all CPUs are busy).
e Status is set to WARNING if the average CPU load is higher than:

- 80% over the last 1 minute

—  70% over the last 5 minutes

—  60% over the last 15 minutes.
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e Status is set to CRITICAL if the average CPU load is higher than:
- 90% over the last 1 minute
—  80% over the last 5 minutes

—  70% over the last 15 minutes.

Status Information

Displays the percentage of average CPU load for the last minute, the last 5 minutes, and
the last 15 minutes respectively.

Examples:
CPU Utilization: 0% (Imn), 1% (5mn), 0% (15mn)

CPU Utilization: 86% (1mn), 51% (6mn), 33% (15mn) WARNING

Correcting Status

e From the Applications Window, click the Inventory menu and select:
Operating system > Processes to get process CPU consumption.

e From the Applications Window, click the Operations menu and select:
Operating System > Processes.

You have now access to the host and can investigate and correct any problems.

CPU Service (for AIX system)

This CPU service monitors the CPU load of an AIX system or an AIX partition.

The result depends on the partition type: shared (Uncapped or Capped) or dedicated.
e Status is set to WARNING if the average CPU load is higher than 80%.
e Status is set to CRITICAL if the average CPU load is higher than 90%.

Examples:

CPU OK - CPU load is O (idle:100.0% wait:0.0%) - type=Dedicated partition
CPU OK: Phys CPU load is 0.01 1% of 1 CPU (idle:99.0% wait:0%) - max_vp=2
type=Shared Uncapped partition

Correcting Status

e From the Applications Window, click on the Inventory menu and select:
Operating System > Processes to get CPU consumption for the processes.

e From the Applications Window, click the Operations menu and select:
Operating System > Processes.

You have now access to the host and can investigate and correct any problems.
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Memory Service (for Linux system)

The Memory service monitors the percentage of used memory (physical + swap) for the
system.
e Status is set to WARNING if used memory is higher than 70%.

e Status is set to CRITICAL if used memory is higher than 90%.

Status Information

Displays the total (physical + swap) memory size in Mbytes, the total amount of memory
used in Mbytes and percent, the total free memory in Mbytes and the physical memory size

in Mbytes.

Examples:

Status: OK - (total: 2996Mb) (used: 863Mb, 29%) (free: 2132Mb)
(physical: 1004Mb)

Status: WARNING - (total: 1097Mb) (used: 878Mb, 80%) (free: 219Mb)
(physical: 501Mb)

Correcting Status

e From the Applications Window, click System (Detailed Information box) to get memory
consumption details.
Click Processes to get information regarding the memory consumption for each process
running on the system.

e From the Tree Window, display the host pop-up menu and select:
Remote Operation > Actions, or Remote Operations > Telnet

You have now access to the host and can investigate and correct any problems.

Processes Service (for Linux system)

The Processes service monitors the number of processes running on the system.
e Status is set to WARNING if the number of processes is higher than 150.
e Status is set to CRITICAL if the number of processes is higher than 200.
Status Information

Displays the number of processes running on the system.

Examples:

OK - 101 processes running
WARNING - 162 processes running
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Correcting Status

e From the Applications Window, click Processes (Detailed Information box) to get the
list of the processes.

e From the Applications Window, click the Operations menu and select:
Operating System > Processes
You have now access to the host and can investigate and correct any problems.

5.2.5.5 Users Service (for Linux system)

The Users service monitors the number of users currently logged onto the system.

e Status is set to WARNING if the number of connected users is higher than 15.
e Status is set to CRITICAL if the number of connected users is higher than 20.
Status Information

Displays the number of users logged onto the system.

Examples:

USERS OK - 2 users currently logged in
USERS WARNING - 16 users currently logged in

Correcting Status

e From the Applications Window, click Processes (Detailed Information box) to get
information on users running processes.

e From the Tree Window, display the host pop-up menu and select:
Remote Operation > Actions or Remote Operation > Telnet
You have now access to the host and can investigate and correct any problems.

5256 PagingSpace Service (for AlX system)

The PagingSpace service monitors the current system paging space in relation with paging
space in and paging space out parameters.
e Status is set to WARNING if the paging space used is higher than 80%.

e Status is set to CRITICAL if the paging space used is higher than 90%.

Example:

OK

Used paging space 0.72 % : paging-ins 0.00 pg/s paging-outs : 0.00 pg/s

Correcting Status

e From the Applications Window, click the Operations menu and select:
Operating System > SSH/Telnet.

You have now access to the host and can investigate and correct any problems.
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Swap Service (for AIX system)

The Swap service monitors the current swap space for the system.

e Status is set to WARNING if the swap space used is higher than 50%.

e Status is set to CRITICAL if the swap space used is higher than 80%.

Examples:

Swap ok - Swap used: 0% (5 out of 512)

Correcting Status

e From the Applications Window, click the Operations menu and select:

Operating System > SSH/Telnet.

You have now access to the host and can investigate and correct any problems.
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53.1

5.3.1.1

106

Monitoring Windows Systems

The following categories and services can be used to monitor Windows systems. By
default, they appear under any host, declared as a Windows system.

e The Windows monitoring agent part is based on two Windows services:

- Bull System Manager Management agent
Its main function is to provide OS and HW information, but it also provides the
LogicalDisk.All monitoring service.

— Bull System Manager Monitoring agent
This provides all the Windows monitored services, except LogicalDisk.All.

Eventlog Category

This category contains all the services for monitoring the Windows Event Log.

Application Service
The Eventlog.Application service monitors the number of Error, Warning and Information
events generated in the Application Event log for the last 300 minutes.

e  Status is set to WARNING if there are more than 10 Information events or at least 1
Warning event.

e  Status is set to CRITICAL if there is at least 1 Error event.

Status Information

If the status is set to WARNING or CRITICAL, the number of events for the status are
indicated. This message includes a link to an html file that contains the following detailed
information:

Event Type Error or Warning or Information

Last Time Last time an event with the same type, source and id occurred
Count Number of events with the same type, source and id

Source Event source

Id Event id

Description Event message

Examples:

OK: no new events for the last 30 mn
WARNING: 1 new events for the last 30 mn!

The text “1 new events for the last 30 mn!” is a link that displays detailed
information:
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Correcting Status

e From the Applications Window, click Events (Detailed Information box) for more
information.

e From the Applications Window, click the Operations menu and select:
Operating System > VNC Viewer or Remote Desktop.

You now have access to the host and can investigate and correct any problems.

Security Service
The Eventlog.Security service monitors the number of Audit Success, Audit Failures, Error
and Warning events generated in the Security event log for the last 30 minutes.

e  Status is set to WARNING if there are more than 10 Audit Success events or at least 1
Warning event.

e  Status is set to CRITICAL if there is at least 1 Audit Failure or Error event.

Status Information

If the status is set to WARNING or CRITICAL, the number of events for the status are
indicated. This message includes a link to an html file that contains the following detailed
information:

Event Type Error, Warning, Information, Audit Success or Audit Failure
Last Time Last time an event with the same type, source and id occurred
Count Number of events with the same type, source and id

Source Event source

Id Event id

Description Event message

Examples:

OK: no new events for the last 30 mn
WARNING: 4 new events for the last 30 mn!

Correcting Status

e From the Applications Window, click Events (Detailed Information box) for more
information.

e From the Applications Window, click the Operations menu and select:
Operating System > VNC Viewer or Remote Desktop.
You now have access to the host and can investigate and correct any problems..
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5.3.1.3 System Service
The Eventlog.System service monitors the number of Error, Warning and Information events
generated in the System event log over the last 300 minutes.

e  Status is set to WARNING if there are more than 10 Information events or at least 1
Warning event.

e  Status is set to CRITICAL if there is at least 1 Error event.
Status Information

If the status is set to WARNING or CRITICAL, the number of events for the status are
indicated. This message includes a link to an html file that contains the following detailed

information:

Event Type Error, Warning or Information

Last Time Last time an event with the same type, source and id occurs
Count Number of events with the same type, source and id
Source Event source

Id Event id

Description Event message

Examples:

OK: no new events for the last 30 mn
CRITICAL: 8 new events for the last 30 mn!

Correcting Status

e From the Applications Window, click Events (Detailed Information box) for more
information.

e From the Applications Window, click the Operations menu and select:
Operating System > VNC Viewer or Remote Desktop.
Your now have access to the host and can investigate and correct any problems.
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5.3.2.1

5.3.3

5.3.3.1

logicalDisks Category

This category contains all the services for monitoring the logical disks.

All Service

The All Service monitors the percentage of used space for each local disk. The local disks
list is dynamically established at each check.

e The status is set to WARNING if one of the disks has more than 80% space used.
e The status is set to CRITICAL if one of the disks has more than 90% space used.
Status Information

List the local disks checked.

Examples:

DISKS OK: all disks (C:, E:, F:) less than 80% utilized
DISK WARNING: (G:) more than 90% utilized - DISKS CRITICAL: (C:) more
than 80% utilized

Correcting Status

e From the Applications Window, click Logical Disks (Detailed Information box) to get all
information about the size of the host disks. Then click Storage to get information on
the physical storage devices for the host.

e From the Applications Window, click the Operations menu and select:
Operating System > VNC Viewer or Remote Desktop.
You now have access to the host and can investigate and correct any problems.

SystemLoad Category

This category contains all the services for monitoring the load for the system.

CPU Service

The CPU service monitors the total CPU load over two times: 1 minute and 10 minutes
e Status is set to WARNING if the average CPU load is higher than:

- 80% over the last 1 minute

- 60% over the last 10 minutes
e Status is set to CRITICAL if the average CPU load is higher than:

-~ 90% over the last 1 minute

—  80% over the last 10 minutes
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Status Information
Displays the average CPU load percentage for the previous minute, and for the last 10
minutes. If the status is WARNING or CRITICAL, it displays the process with the highest

CPU usage, with the percentage of use, for the check.

Examples:

CPU Load OK (1mn: 8%) (10mn: 5%)
CPU Load HIGH (Imn: 92%) (10mn: 56%) - Process cputest.exe using 100%

Correcting Status

e From the Applications Window, click CPU (Detailed Information box) to get CPU
usage per processor. Then click Processes to get CPU time spent per process.

e From the Tree Window, display the host pop-up menu and select:
Remote Operation > VNC Viewer or Remote Operation > Telnet.
You have now access to the host and can investigate and correct any problems.

MemoryUsage Service

The MemoryUsage service monitors the total memory (physical + paged) used by the
system. It is equivalent to the Commit Charge displayed in the Windows Task Manager.

e Status is set to WARNING if the memory used is higher than 70%.
e Status is set to CRITICAL if the memory used is higher than 90%.
Status Information

Displays the total (physical + paged) memory size in Mbytes, the total memory used in
Mbytes and percentage, the total free memory in Mbytes and the physical memory size in
Mbytes.

Examples:

Memory Usage OK - (total: 1480Mb) (used: 193Mb, 13%) (free: 1287Mb)
(physical: 511Mb)

Memory Usage WARNING - (total: 2462Mb) (used: 1773Mb, 72%) (free:
689Mb) (physical: 1023Mb)

Correcting Status

e From the Applications Window, click Memory (Detailed Information box) to get details
of memory use.
Then click Processes to get memory used per process.
Then click General (Host Information box) to get information about the physical
memory configuration and layout.

e From the Applications Window, click the Operations menu and select:
Operating System > VNC Viewer or Remote Desktop.
You have now access to the host and can investigate and correct any problems.
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WindowsServices Category

Eventlog Service

The WindowsServices.Eventlog service monitors the state of the services involved in event
logging functions:

Service Display Description
Key Name
Eventlog Event Log Log event messages issued by programs and Windows.

Event Log Reports contain information that can be useful in
diagnosing problems. Reports are viewed in Event Viewer

e Status is set to WARNING if at least one of these services is paused and the others are
running.

e  Status is set to CRITICAL if ot least one of these services does not exist or is not
running.

Status Information
Displays service name and status.

Examples:

OK: “EventLog”
NotActive: “EventLog’

Correcting Status

e From the Applications Window, click Memory (Detailed Information box) to get
detailed information about services.

e From the Applications Window, click the Operations menu and select:
Operating System > VNC Viewer or Remote Desktop.
You have now access to the host and can investigate and correct any problems.
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5.4.1

54.1.1

5.4.1.2
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Hardware Monitoring

Hardware Category for Express 5800

PowerStatus Service

The PowerStatus service indicates the power status of an Express 5800 server, as returned

by the RMC management card.

e Status is set to CRITICAL if RMC has returned a power status off.

e Status is set to UNKNOWN if RMC is not accessible or if RMC has not been able to
calculate the power status.

Correcting Status

e From the Tree Window, display the host pop-up menu and select RMC to launch the
CMM tool and investigate and correct any problems.

Note  For more information about RMC, please refer to the documentation delivered with your
server.
Alerts Service

The Alerts Service is used to collect the hardware SNMP traps emitted by the manager.

This service uses the bmclanpet MIB, integrated in the Bull System Manager application.
SNMP trap reception must be enabled.

The Hardware Management card must be correctly configured to send traps to the Bull
System Manager_SERVER host.

The status of this service depends on trap severity:

e Status is set to OK if trap severity is NORMAL.

e Status is set to WARNING if trap severity is INFORMATION or WARNING.
e Status is set to CRITICAL if trap severity is MAJOR or CRITICAL.

As the Administrator, you can display and edit trap severity using the Configuration
application. Please refer to the Administrator’s Guide for details.
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5.4.2.1
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5.4.3.1

Hardware Category for NovaScale 3000 Series

PowerStatus Service

The PowerStatus service reflects the power status of a NovaScale server, as returned by the
management card.

e Status is set to CRITICAL if the cardName has indicated a power off status.

e  Status is set to UNKNOWN if the cardName is not accessible or if the cardName has
not been able to obtain a power status.

Alerts Service

The Alerts Service is used to collect the SNMP traps for the hardware emitted by the
manager.

This service uses the bmclanpet and SMSmp MIBs integrated in the Bull System Manager
application. SNMP trap reception must be enabled.

The Hardware Management BMC must be correctly configured to send traps to the Bull
System Manager_SERVER host.

The status of this service depends on trap severity:

e Status is set to OK if frap severity is NORMAL.

e Status is set to WARNING if trap severity is INFORMATION or WARNING.
e Status is set to CRITICAL if trap severity is MAJOR or CRITICAL.

As Administrator, you can display and edit trap severity using the Configuration tool.
Please refer to the Administrator’s Guide for detfails.

Hardware Category for NovaScale T800 & R400 Series

PowerStatus Service

The PowerStatus service reflects the power status of a NovaScale server, as returned by the
management card.

e Status is set to CRITICAL if the cardName has assigned a power off status.

e  Status is set to UNKNOWN if the cardName is not accessible or if the cardName has
not been able to obtain the power status.
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5.43.2 Alerts Service

The Alerts Service is used to collect the SNMP traps for the hardware emitted by the
manager.

To enable this service, the bmclanpet MIB must be integrated in the Bull System Manager
application. SNMP trap reception must be enabled.

At installation time, the MIB is integrated and SNMP trap reception is enabled.

The Hardware Management BMC must be correctly configured to send traps to the Bull
System Manager_SERVER host.

The status of this service depends on trap severity:

e Status is set to OK if trap severity is NORMAL.

e Status is set to WARNING if trap severity is INFORMATION or WARNING.
e Status is set to CRITICAL if trap severity is MAJOR or CRITICAL.

As Administrator, you can display and edit trap severity using the Configuration
application. Please refer to the Administrator’s Guide for details.

5.4.4 Hardware Category for NovaScale 4000 Series

5.4.4.1 Alerts Service

The Alerts Service is used to collect the hardware SNMP traps emitted by the host.

To enable this service, the basebrd5 MIB must be integrated in the Bull System Manager
application and SNMP trap reception must be enabled.

At installation time, the MIB is integrated and SNMP trap reception is enabled.

Traps are previously filtered and only the traps emitted by the Hardware Management card
are used fo animate this service. The Hardware Management card must be properly
configured with the Intel SMU tool to send traps to the Bull System Manager_server host.
The status of this service depends on trap severity:

e Status is set to OK if trap severity is NORMAL.

e Status is set to WARNING if trap severity is INFORMATION or WARNING.

e Status is set to CRITICAL if trap severity is MAJOR or CRITICAL.

As Administrator, you can display and edit trap severity through the Configuration
application. Please refer to the Administrator’s Guide for details.

Status Information

Trap description, as found in the trap MIB, is used as fo indicate the status.
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5.4.4.3

Example:

Trap systemHealthCriticalEvent — Server Health Critical: The overall
health of the server is critical

Correcting Status

From the Tree Window, display the host pop-up menu and select the HW Manager GUI to
launch the ISM tool and investigate and correct any problems.

Note  For more information about ISM, please refer to the documentation delivered with your
server.
PowerStatus
The PowerStatus service reflects the power status of a NovaScale server, as indicated by
the management card.
e Status is set to CRITICAL if the cardName has assigned an off power status.
e Status is set to UNKNOWN if the cardName is not accessible or if the cardName has
not been able to obtain the power status.
Hedlth Service

The Health service monitors hardware status, as returned by the Intel System Management
(ISM) software tool.

To enable this service, a manager must be declared for the host (see the Administrator’s
Guide for details about how, as Administrator, you can declare a manager) and ISM must
be installed and running on that manager.

Health is an ISM indicator that reflects the global state of hardware. The hardware
components taken info account in Health can be configured in the ISM tool.

e Status is set to WARNING if the status of one of the hardware components described
as a contributor to Health is in the WARNING state.

e Status is set to CRITICAL if the status of one of the hardware components described as
a contributor to Health is in the CRITICAL state.

Correcting Status

From the Tree Window, display the host pop-up menu and select:
HW Manager GUI to launch the ISM tool, to investigate and correct any problems.
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5.4.5 Hardware Category for NovaScale 5000 & 6000 Series

5.4.5.1 Hedlth Service

The Health service monitors hardware status, as returned by the PAM software tool, for the
host (or PAM domain).

To enable this service, a manager must be declared for the host (see the Administrator’s
Guide for details about how, as Administrator, you can declare a manager) and a PAP
server must be installed and running on that manager.

e Status is set to WARNING if PAM has assigned a WARNING status to the domain.

e Status is set to CRITICAL if PAM has assigned a CRITICAL status to the domain.

e Status is set to UNKNOWN if PAM is not accessible or if PAM has not successfully
computed domain status.

Status Information

Status information is set by PAM and represents host hardware status.

Example:

For the Domain FAMEOOO_OIDO of the CentralSubSystem FAMEOOO, the functional
status is NORMAL (The domain state is ”BIOS READY - STARTING EFI)

Correcting Status

From the Tree Window, display the host pop-up menu and select:
PAM to launch the PAM tool to investigate and correct any problems.

Note  For more information about PAM, see the documentation delivered with your server.
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54.6
5.4.6.1

5.4.6.2

5.4.6.3

5.4.7

5.4.7.1

Hardware Category for NovaScale 9006 Series

Alerts Service

PowerStatus Service

The PowerStatus service reflects the power status of a NovaScale server, as returned by the
management card.

Status is set to CRITICAL if the cardName has assigned an off power status.

Status is set to UNKNOWN if the cardName is not accessible or if the cardName has

not been able to obtain the power status.

PowerConsumption Service

Hardware Category for Blade Series

Hedlth Service

The Health service monitors hardware status, as returned by the CMM software tool.

To enable this service, a CMM manager must be declared for the host and the hardware
identifier (used to identify the host in the NovaScale Blade Chassis) must be provided when
Bull System Manager is configured. Please refer to the Administrator’s Guide for details.

Status is set to WARNING if CMM has assigned a WARNING status to the host.

Status is set to CRITICAL if CMM has assigned a CRITICAL status to the host.

Status is set o UNKNOWN if CMM is not accessible or if the host has not been
successfully mapped in the chassis (due, for example, to an incorrect hardware

identifier).

Status Information

Status information is set by CMM and represents the host hardware status.

Examples:
Current status: OK
Status Information No critical or warning events

The hardware state of the host is OK.

Current status: CRITICAL
Status information: DASD Removed.

The hardware state of the host is CRITICAL.
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5.4.8.1

5.4.8.2

118

Current status: unknown
Status information: Unable to get SNMP response [No response from
remote host 7192.168.207.46"

The hardware state cannot be retrieved from the CMM manager due to a connection
timeout. This issue can result from a bad declaration of the SNMP Manager in the
CMM configuration.

Correcting Status

From the Tree Window, display the host pop-up menu and select HW Manager GUI, and
then launch the CMM tool. This investigates any problems and will help to correct them.

Note

For more information about CMM, please refer to the documentation delivered with your
server.

Hardware Categories for Escaka Servers

CECStatus Service

The CECStatus service monitors the CEC status, as returned by the HMC system.

To enable this service, the Escala server must be declared as a managed element of an
HMC (see the Administrator’s Guide for details about how, as Administrator, you can
declare an HMC and systems it manages).

Status is set to OK if the CEC status given by HMC has one of the following states:
Running, Operating

Status is set to WARNING if the CEC status given by HMC has one of the following
states:

Not Activated, Starting, Shutting Down, Initializing Standby, On Demand Recovery,
Recovery, Version Mismatch, Open Firmware, Pending authentication, Failed
authentication, Power Off, Power Off In Progress, Service Processor Failover In
Progress.

Status is set o CRITICAL if the CEC status given by HMC has one of the following
states:

No Connection, Incomplete, Error, Error - Dump in Progress, Error - Terminated, Not
Available.

Events

The Events service monitoring is based on hardware events reported by the HMC for the
server.

The status of this service depends on trap severity:

Status is set to OK if no hardware event is reported for the server

Status is set to WARNING if at least one hardware event is reported for the server.
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5.5

5.5.1

5.5.1.1

55.1.2

Blade Monitoring

CMM Category

ChassisStatus Service

The ChassisStatus service reflects the functional status of the NovaScale Blade Chassis, as

returned by the CMM manager. This state comprises the hardware status of the whole

configuration managed by this CMM, as well as the status of the CMM manager itself.

This service exists only on a host that is declared as a CMM manager (see the

Administrator’s Guide for details about how, as Administrator, you can declare a

manager).

e Status is set to WARNING if CMM has assigned a WARNING status to the host.

e Status is set to CRITICAL if CMM has assigned a CRITICAL status to the host.

e Status is set to UNKNOWN if CMM is not accessible or if CMM has not been able to

compute global status.

Correcting Status

From the Tree Window, display the host pop-up menu and select HW Manager GUI, and

then launch the CMM tool. This investigates any problems and will help to correct them.
Note  For more information about CMM, please refer to the documentation delivered with your

server.

Alerts Service

The Alerts Service is used to collect the hardware SNMP traps emitted by the manager. To
enable this service, the mmalert MIB must be integrated in the Bull System Manager
application and SNMP trap reception must be enabled.

At installation time, the MIB is integrated and SNMP trap reception is enabled.

The Hardware Management card must be correctly configured to send traps to the Bull
System Manager_SERVER host.

The status of this service depends on trap severity:

e Status is set to OK if tfrap severity is NORMAL.

e Status is set to WARNING if trap severity is INFORMATION or WARNING.
e Status is set to CRITICAL if trap severity is MAJOR or CRITICAL.

As Administrator, you can display and edit trap severity through the Configuration
application. Please refer to the Administrator’s Guide for details.
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5.6  Storage and Virtudlization Monitoring

See document BSM Server Addons Guide (Bull REF: 86A259FA) for more information

about the storage and/or virtualization monitoring services.
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