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Scope and Audience of this Manual

This manual is intended for operators in charge of monitoring and managing Bull
NovaScale and Express5800 servers with NovaScale Master, in particular via the
NovaScale Master Console. It comprises the following chapters:

Chapter 1 About NovaScale Master
presents NovaScale Master architecture and components.
Chapter 2 Getting Started

explains how to use NovaScale Master to perform basic monitoring
and management tasks.

Chapter 3 Using NovaScale Master Console

describes NovaScale Master Console functionalities and use.
Chapter 4 Using NovaScale Master Console Applications

describes NovaScale Master Console applications and use.
Chapter 5 Categories and Services Reference List

describes NovaScale Master monitored categories and default

services, according to operating system and hardware

Highlighting

The following highlighting conventions are used in this manual:

Bold Identifies commands, keywords, files, structures, directories, and other items
predefined by the system. Also identifies graphical resources such as
buttons, labels and icons that the user selects.

Italics ldentifies chapters, sections, paragraphs and book names to which the reader must
refer for more information.

Monospace Identifies examples of specific data values, examples of text similar to
what you might see displayed, messages from the system, or information
you should actually type.

&

Note: Important information
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Related Publications
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For more information about NovaScale Master, please refer to:
NovaScale Master Installation Guide (Ref. 86 A2 48EG)
NovaScale Master Administrator's Guide (Ref. 86 A2 50EG)

NovaScale Master Remote Hardware Management CLI Reference Manual (Ref. 86
A2 88EM)

For more information about the Bull NovaScale 2000 and 4000 series, please refer
to:

Bull NovaScale Blade 2020 Installation and User’s Guide (Ref. 86 A1 03EM)
Bull NovaScale Blade 2040 Installation and User’s Guide (Ref. 86 A1 34EM)
Bull NovaScale 4020 User’s Guide (Ref. 86 A2 72EG)
Bull NovaScale 4040 User’s Guide (Ref. 86 Al 26EG)

For more information about the Bull NovaScale 5000 and 6000 series and PAM
software, please refer to:

Bull NovaScale 5xx0 & 6xx0 User's Guide (Ref. 86A194EM)
Bull NovaScale 5xx0 & 6xx0 Guide Utilisateur (Ref. 86F194EM)
Bull NovaScale 5xx5 & 6xx5 User's Guide (Ref. 86A141EM)
Bull NovaSCale 5xx5 & 6xx5 Guide Utilisateur (Ref. 86F141EM)

For information about the Intel Server Manager (ISM) management tool or Blade
Chassis Management Module (CMM), please refer to the documentation provided by
Intel.

For information about the Open Source products used by NovaScale Master, please
refer to:

www.nagios.org (for Nagios product)
www.webmin.com (for Webmin product)

mrtg.hdl.com (for MRTG product)
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http://www.nagios.org/
http://www.webmin.com/
http://mrtg.hdl.com/mrtg.html

Chapter 1. About NovaScale Master

Scope

NovaScale Master is the graphical interface tool used to manage Bull NovaScale and
Express5800 servers. It provides two main functions:

Supervision (monitoring, reporting, information).
Supervises system resources.

Detects anomalies and notifies them to defined entities. It also provides the interface that
displays all important information.

Administration (remote control).
Used to configure target hosts and to execute actions on these hosts via the OS or via a
Hardware Management tool.

E Fila Views Tools
(@ Hoatieoups . .
% Rl - 2 coe oo Notification
= g WManagers R
P — _ E-Mail, SNMP,
T e e Bull Maintenance... :
O s status
B chassiast
S Wt » 8 pan i 1 —3 1= —= _ i t 11
i A Monitoring :
D a Epg mEgoon T —— trends,
e Ll e
@ G HE_Master - S I t
5 Bl FRcLE5108 \ e - nventory,...
% &l Doty i | — S
5 & Harawane Reporting - - - S
& Gl LgicwDisks n —=- ¥ =
e = G SrniLag = a =
B cru RTiR = —_— = =
B memesy il 4 ——
-l Windows Sendtas o - ._- —si=1=1=
-JN.MIadet‘rm»ls Information =
# bladad =
B bise2 Remote OS
E | - aulmlwa;e Control Remote Hardware Management
Healtn e — T — ' F
& O s T il — ,..._.__,‘ - = ISM
@ VNC - telnet ... ==

EETRRIRRTRRT]

 s@n-IT!

Management CL| ARMC, ESMPRO, ...

Figure 1. Overview of NovaScale Master functions

Two NovaScale Master user roles are pre-defined:

e Operator Role:
An operator can read host and operating system information, but has no access to the
administration tools.

e Administrator Role:
An administrator can perform administration, configuration, update, and remote control
tasks on target hosts.
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Supervision Features

1-2

Host Monitoring:
Checks if the target host is accessible (via the ping command).

Monitoring Services:

Monitors OS CPU load, memory usage, disk usage, number of users, processes and
services execution, http and ftp services.

Thresholds are used to assign a state (ok, warning, critical, unknown) to hosts and
to each monitored element.

Alerts (in a log file) and notifications (by email) are generated when anomalies occur
or when normal states are recovered (return to ok state).

Monitoring Services are classified into Monitoring Categories: SystemLoad,
Filesystems, EventLog...

Hardware Monitoring:

NovaScale servers gets hardware health status via a call to CMM, ISM and PAM
Hardware Managers.

Express5800 servers gets power status via a call to the RMC Management Card.

Selectable View Displays:
Presentation of hosts and monitoring services through different views.
A view is a tree structure that can display:

— the entire list of hosts,
— managers and the hosts they manage,
— host groups.

From each tree node, the user can display detailed information about a host or a
service, according to user roles (Administrator or Operator).

Group Definitions:
Host groups and Group groups can be defined to organize server infrastructure as a
tree.

Alerts:
Notifications of problems via email, SNMP traps or Bull format autocalls.

Selectable Map Displays:

Presentation of hostgroups (with the status of their hosts and monitoring services)
through different maps.

A map is a layout, in general with a background image, that displays associated
hostgroups.

Hostgroups are located at specified positions (x,y) on the map and are animated with
the status of associated hosts and monitoring services.

From a hostgroup, the user can display detailed information about all associated
hosts.

User’'s Guide



Administration Features

e Webmin Management Tool for Linux hosts.
Webmin is an OpenSource product that gives OS information (about users,
filesystems...) or executes OS commands, in a graphical environment, locally on
Linux target hosts.

e Remote Operation Tools:
telnet to access Linux and Windows hosts.
tightVNC to access Windows hosts.
tightVNC is an Open Source product that allows you to take control of remote hosts as
if you were in the remote host Windows environment.

e Hardware Manager Calls:
PAM for NovaScale 5000 and 6000 Series platforms.
CMM for NovaScale Blade Series Chassis 2000 platforms.
ISM for NovaScale 4000 Series hosts.
ARMC (or/fand ESMPRO) for Express5800 platforms.
For example, systems can be powered on / off via these managers and NovaScale
Master provides a single Hardware Management GUI for basic tasks.

Basic Definitions

Service

Category

View

A service is a monitoring check which supervises a monitored item.

Monitoring agents compute service status (OK, Warning, Critical, Unknown or Pending)
and status information (a text giving more information on the service state) for each
service.

Example:
The CPU service, which returns a status about CPU utilization, displays the following
information on Windows:

CPU Load OK (1mn: 8%) (10mn: 5%)

A category is a container for a group of services.

Example:
The SystemLoad category for Windows systems contains both CPU and Memory
services.

A view is how monitored hosts are displayed on the screen. Views differ in structure, but
they all display hosts with an animation reflecting service status (ok, warning, critical, or
unknown) and associated monitoring services, classified into categories, under the host
node.

The advantage of views is to display only what the user wants to see at a given time. For
example, if a user is interested in Hosts and not in Managers or Hostgroups, he can
display the Hosts view.

As Administrator, you can create customized views for hosts and groups. Refer to the
Administrator's Guide for details.
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Map

&

Notes:

e According to configuration, a category may or may not be present. For details, refer
to the Administrator's Guide.
e Each type of node in a view has specific menus detailed later in this manual.

A map can be used to display the status of a selection hostgroups (with their monitored
hosts) on the screen.

In general, the map has a background image and hostgroups are located at specified
positions (x,y) on the map. Maps differ in appearance, but they all display hostgroups with
an animation reflecting service status computed from the status of the associated hosts
and monitoring services.

When you zoom in on a hostgroup, you can view associated hosts and overall service
status (the worst status of the associated monitoring services).

The advantage of maps is to display only what the user wants to see for a given context.

As Administrator, you can create customized maps for hostgroups in different contexts.
Refer to the Administrator's Guide for details.

NovaScale Master Components

1-4

NovaScale Master is based on a 3-tier architecture:

e Monitoring Console
This WEB-based application running in a browser (Internet Explorer or Mozilla)
accesses collected monitoring data using WEB technology.

e Monitoring Server
Collects, processes and stores monitoring and reporting data. It runs on both Windows
and Linux platforms.

¢ Monitoring Agent
Contains the basic programs used to obtain monitoring and inventory information. It is
installed on each target system.

NovaScale Master comprises Open Source software:

e Nagios

For the monitoring function.
e MRTG

For the reporting indicators function.
e Webmin

A Linux administration tool (a standard Webmin package and a NovaScale Master
Webmin restricted to obtaining information).

e TightVNC Server
For remote operation on Windows hosts.

e [PMitool
For remote operation on hardware systems.
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NovaScale Master also comprises an optional component for scripting applications on
Linux platforms:

e Hardware Commands
A Command Line Interface (CLI) for remote hardware management, providing an easy
interface for automating scripts to power on/off or get the power status of a system.
These commands can only be used on Express5800 or, NovaScale 4000, 5000 and
6000 series servers with a Linux Operating System.

NovaScale Master and Security

NovaScale Master security is based on a combination of secured applications using
authentification and profiling (role based) mechanisms.

Authentication

Each NovaScale Master application uses a user/password or single password
authentication mechanism for access. Users are defined on the NovaScale Master

server.

Role-based Management

Each NovaScale Master Console user is associated to a role (or set of functionalities).
There are two types of profiled users:

e Operator
An operator can read host and operating system information, but has no access to

the administration tools.

e Administrator
An administrator can perform administration, configuration, update, and remote

control tasks on target hosts.
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Chapter 2. Getting Started

This chapter explains how to use NovaScale Master for basic monitoring and
administration tasks.

Starting the Console

See Chapter 6 of the Installation Guide for details on how to launch the console and
applications.

Console Basics

Administration Toaols

Supervizion : :""
Mode Xy
—r-e Merls

NS Blastes
Tools

s |
k|

Cther Tools |:“==_

&) Cone | U T M wiravet I

Supervision Area

Figure 2. NovaScale Master console

The NovaScale Master console is divided into the following functional parts:

Title Bar displays the server name, the server time, the user and
the role.
Administration Tools enables access to the administration tools: NovaScale

Master configuration application, NovaScale Master
documentation and NovaScale Master download page.

Supervision Mode allows you to choose one of the three modes of
supervision: supervision through a tree, supervision
through a map and supervision through alerts.

Supervision Pane displays information about the monitored resources,
related to the type of supervision (see Supervision
Information, on page 3-22).

NovaScale Master Tools enables access to the NovaScale Master Tools: Reports
and Hardware Management.

Other Tools enables access to external applications.
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NovaScale Master Authentication and Roles

NovaScale Master applications must be authenticated. They use common NovaScale Master
users defined on the server part.

Authentication type varies according to the NovaScale Master Server operating system (Linux
or Windows) and to the WEB Server (Apache or Microsoft IIS). (see next paragraphs).

&

Note:
In order to change the current authentification for NovaScale Master. You MUST close
all the opened WEB browser windows. And relaunch a new session of this browser.
Else, the browser will keep the previous authentification context.
Role Based Management
Moreover, the authenticated user is used to apply a user profile or role.
Two default roles have been defined for NovaScale Master:
- Operator with access only to supervision information.

- Administrator with access to supervision information, configuration tasks and Remote
Control functions.

Applications Roles Functions
Monitoring and Operator Information access
Reporting Administrator + server control access
Remote Control OS Operator None

Administrator Remote Control access
Hardware & Storage Operator Information access
managers Administrator + Remote Control access

Table 1. Roles and Functions

=

Note:
User roles can be only configured by a user with Administrator role. For further details,
refer to the Administrator's Guide.
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NovaScale Master Server User Authentication - Linux

Apache server authentification

A default Apache user called nsmadm (password nsmadm) is created when NovaScale
Master Server is installed. This user is not a Linux user and will only be used contextually by
this WEB Server.

Connect to frclsb260 ed |

RS

MovaScale Master Configuration Authentication Access

Llser name: I £ nsmadm - I

Passiwiord: | sssnes

[ Remember my password

(] 4 I Cancel

Figure 3. nsmadm user authentication - Linux

The users database is stored in the following file:
/usr/local/bull/SystemManagement/core/etc/htpasswd.users

Adding a New User / Modifying a Password
To add a new user or to modify a password on the Apache server:

1. Logon as root and launch the following command followed by the required user
name:

# htpasswd /usr/local/bull/SystemManagement/core/etc/htpasswd.users
<USERNAME>

2. Enter the new password: ***+*

3. Re-type the new password: **+*
Adding password for user <USERNAME>

where <USERNAME> is the user name you want to add or modify.

Getting Started 2-3



NovaScale Master User Authentication - Windows
Authenticated users are users declared in the Windows users database.
Using Internet Services Information WEB Server

The user can be a local user or a domain user. The domain must be specified for domain
users (e.g DOMAIN\User).

Connect to frels3104 el

MowaScale Master Configuration Authentication Access

User narne: I € adminiskrator j

Password: I T

[ Remember my password

| Ik I Cancel

Figure 4. User authentication with IIS WEB Server - Windows

Using Apache WEB Server
Any user in the Windows user database of the server, or any trusted domain to which the
server belongs, will be granted access.

The user name must be entered in the following format: DOMAINNAME\Username, even for
local users. The domain name must be fully qualified.

Connect to frcls3104
"\
'.:}l.‘

id et

MovaScale Master Configuration Authentication Access

User name: | ﬁ Frol=31 . Frel, bull, FriySdministrator j

Basswiord: | TIITIIL

[ Remember my password

O I ancel

Figure 5. User authentication with Apache WEB Server -
Windows

This chapter continues with the description of what you can do with the console.
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Displaying Monitoring Information

Starting with the Tree mode

&

Notes:
e Tree Mode concepts are explained in detail in Chapter 2.

e When the Console is started, the default view is opened, i.e. the Hosts view,
displaying all the declared hosts at the same level.
By clicking in the File menu, you can load three other views: the Hostgroups view,
the HardwareManager view or the StorageManager view.
As Administrator, you can change the default view and advanced users can create
customized views. Refer to the Administrator's Guide for detalils.

The left part of the console is a tree representing all the managed platforms. It can be
expanded as shown below:

(i Hosts < 
- B ARG Level 0: Root
=)l nsmaster
=G EventL.;g\
""" 2 Application Level 1: Host
----- 2 Security
B3 System
5P Hardware Level 2: Category
L) Alerts
E;ﬁ) Internet
['—]5’ LogicalDisks
P ) Al Level 3: Monitored Service
=¥ SystemLoad
3 cru
...... 3 Memory

Figure 6. Example of expanded Hosts tree

A Service is a Monitored Entity and the color of the icon reflects service status: red
(critical), orange (warning), magenta (unknown) or green (ok).

Each icon is divided into two sections:

The top left is reserved for the animation for itself and the bottom right is reserved to
cascade animation from its subtrees.

For instance for a Host node: When there is a service status change, the color of the
bottom right corner of the category icon changes to reflect this change.

The color of the top left corner of a host icon indicates if this host is alive or not (result of
a ping command).

Example:
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The top left corner of the nsmaster host node is green because it is alive and the bottom
right corner is green because all its services are ok.

A Category is a node grouping monitored services logically. Category status reflects the
worst status of its associated services..

Looking in the Past

When a problem occurs, it is interesting to know if it already occurred in the past, and
how many times it occurred.

NovaScale Master offers many ways to analyze what occurred in the past.
Looking in the Past with Alert History

From the Applications pane, click Reporting -> Alert History. The following display
appears (in this example, the host is called NSMASTER).

Q0O &l E
) SERMICE: EventLog.System oh nsmaster
Reporting
| Alert History | Motifications | Availahility | Status Trends | Indicators Trends |

Og[Felinoercronrs ™ o]  Metstee  [HossandSemices =] [ mot admawledged
= Ins.rnas{-.al ;I Adlerts level IA" 'i V' Histary
;l Report Period |Last?Days .I

Max Items: |‘]5 Apply I Reset I

(3 | EventLog System

Matching Alerts Date/Time Server: 20-05-2005 15:33:35
Time Host Senvice State Count Information

20-05-200515:32:47  namaster Eweril on System 1 1 newv events for the kast 30 mnl
20-05-200512:12:43  nemaster Ewentl oo System OK 1 OK: no new events for the last 30 mn
20-03-200512:08:16  nsmaster Evertl og System 0K 1 Ok no new events for the last 30 mn
20-03-2005 12:06:40  nsmaster Evertl og System QK 1 Ok no new events for the last 30 mn
19-03-200519:19:21  nemaster Evertl og System QK 1 Ok no new events for the last 30 mn
19-03-2005 19:16:32  nemaster Evertl og System QK 1 Ok no new events for the last 30 mn
19-03-200519:08:21  nsmaster Evertl og System QK 1 Ok no new events for the last 30 mn

(Total alerts : 7, displayed ines : 7, displayed alerts ; 7

Figure 7. Alert History window

The history shows all the alerts that occurred for this service, in periods of time. Service
information is also logged, providing all the information required to decide if a corrective
action is needed.
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Looking in the Past with Status Trends Information
The Alerts and Trends functions use monitoring logs to display past information:
e Alerts shows events.
e Trends shows a status graph for a given period of time.

In the example shown in Figure 8. the monitored system is FRCLS5208. The tree shows
a CRITICAL state on EventLog.Security. Click Security to display status information.

| File views Tools o O [z 2
e g |
@ Map | m Hosts O SERVICE: EventLog Securrly on nsmaster
@ Ale ...‘ ARMC Monitoring rdwvare In n | Sof T
Service Status | Confrol
il EI‘ nsmaster l ! l
Ea EventLog
Service detail
NS Ma
Tool: i . Service Status | LastCheck | Duration Information
E: 5 ﬁs"smm EvertlogSecurity  GIUISISY 0l Oh Om 525 ago 0l Oh 10m 455 4 new events for the last 30 mnl
| ‘ &P Hardware
=1 |1 @ Internet

Figure 8. Status Information for EventLog.Security
service

If you want to know if this situation often occurs, and when it occurs, click Reporting —
Status Trends. The following display appears:
Q9 &/
O SERVICE: EventLog Securrly on nsmaster

_ Reporting [
| Alert History | Notifications |Ava||ab||\r\f | Status Trends | Indlcators Trends |

Report Period: ILast 24 Hours - I Apply |
From 18-03-2005 15:51:15 to 20-03-2005 15:51:15 (duration: 1d Oh Om 0=)
Chronology
k.
Uriknoun
Critical
Indeterninate

s
£ £ £
= ]
s % 3
- ] o
-
g &5 5
g i F
- - -
o T o
- - -
=21 =1 =1
2 7 2
B = =
= s 2
2z Z
= = F

Figure 9. Status Trends for EventLog.Security service
(last 24 hours) - example

Fri May 20 12:06:00 2005
Fri May 20 15:51:18 20051

The graph shows the situation for the last 24 hours and that nsmaster has detected a
recent bad security access.
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Viewing More Information

The Applications pane is used to display information requested by menu items or links.

Click a node in the Tree pane to display basic monitoring information, according to node

type.

Right-click a node in the Tree pane to display a popup menu giving access to all

operations available for that node.

Click an option in the double level menu in the Applications pane to access to all

information available for that node.

Example:

When you click the nsmaster node, the following display appears, indicating that the

status for this host is UP:

182.6.150 - NovaScale Master - Console - Microsoft Internet Explorer

W EEEETAY  server:i29.182.6.150 (AdministratorAdministraton server time:1 7:00

File Views Tools IQ a 2= =

(&l Hosts

Ea EventlLog
- Application Host detail

nzmaster up

E 6‘? Hardware

69 Internet

5’ LogicalDisks
6’ SystemnLoad
@ WindowsServices

E HOST:nsmaster i

@ ARMC Monitoring

| Host Status | Service Status | Control |
- Bl

Host Status Last Check Duration Information

Od Ok 2m 33z ago  1d 23h S0mds  PING OK - Packet loss = 0%, RTA =0.00

Figure 10. Host status display - example

-lo| x|

mEE

Applicative
double level
menu:

Links to more
information on
the system

From the Applications pane, click Hardware Information -> Inventory to display the

host hardware inventory.

[l HOST:nsmaster i
Hardware Information

| Inwertory | Storage | FRUs | Sensors | SEL |

Computer Information
Hame :
Domain :
Model :
Manufacturer :
Physical Memory @
Bios Information

Hame :
Manufacturer :
Version :
Serial Humber :

Version, a& reported by SMBIOS :
Processors Information

(1] Hame
CPUD Intel(R) ¥eon(Thi) CPU 2 80GHz

CPU Intel(R) Xeon(Th) CPU 2.80GHz

Physical Memory Information

Installed Banks in Memory Array 1
Bank Ho Bank Label
1 BAMK 3
2 BANK 3
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MEMASTER

WIORKGROUP

Expres=5800M1 200k [ME100-942E]
MEC

1023 Mbytes

Phaeniz: ServerBIOS 3 Release 6.0 2M42
Phoenix Technologies Ltd

PTLTC - 6040000

S00064730097

602042

Clock Speed Address Width Load over the Last Minute Status

2793 MHz 32 hitz 2% CPU Enabled

2793 MHz 32 hits 2%

: max capacity 16.0 Ghytes
Installed Size Memory Form Memory Type
512 Miytes DoIbdnd Unknaswn
512 Mbytes Dibbd Unknowen

Figure 11. Host information - example




Receiving Alerts

As Administrator, once you have built your configuration, you can set up email and/or
snmp notifications for enhanced operational monitoring

Sending Email Notifications
To configure the email notification mechanism, proceed as follows:
Step 1: Start NovaScale Master Configuration.

Step 2: Configure the Mail Server (only if NovaScale Master Server runs on a Windows
system).

Step 3: Specify the mail address of the receiver.
Step 4: Reload the monitoring server to take the modifications into account.

Refer to the Administrator’s Guide for details.

Sending SNMP Traps Notifications
To configure the SNMP notification mechanism, proceed as follows:
Step 1: Start NovaScale Master Configuration.
Step 2: Specify the SNMP managers to which the traps will be sent.
Step 3: Reload the monitoring server to take the modifications into account.

Refer to the Administrator’s Guide for details.

Viewing Notifications

In the following example, an authentication failure has generated an email notification:

*rxxx Bull NovaScale Master **+**

Notification Type: PROBLEM

Service: LogicalDisks.Alls

Host: w2k-addc01 Description: Portal DC (current network name: w2k-addc01)
Address: w2k-addc01

State: CRITICAL

Date/Time: Wed May 18 16:26:21 GMTDT 2005

Additional Info:

DISKS CRITICAL: (Z:) more than 95% utilized.

Figure 12. Example of email notification

The NovaScale Master Console allows you to view all the naotifications sent by the
monitoring server.
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Taking Remote Control of a Host

Windows

2-10

&

As Administrator, if you want to investigate a problem and fix it, you need to take a
remote control of the platform concerned. NovaScale Master uses standard, commonly
used tools to perform this function. These tools differ according to whether the remote
operating system is Windows or Linux.

Hosts

tightVNC Viewer is used to to remotely connect to Windows hosts.

IPrerequisite:
The VNC package delivered with NovaScale Master must be installed and started on
the remote host. Refer to the Installation Guide for details.

Example:

NovaScale Master informs you that the C: disk is nearly full on the nsmaster Windows
host, via the LogicalDisks node, and you decide to connect to nsmaster to see if you
can free some disk space.

To connect to the remote host:

1. Start VNC Viewer from the nsmaster host menu (Remote Operation -> VNC Viewer),

| Invertory | Storage | FRUS | Sen

El nsmas

@' Expand {Categories)

B Eve - .
Animatian J F Information
(Y Hal g ,
Remote Cperation  » EERSRSRNTEET
H QX inte Hardware P Telnet
-G Logmrarmers TroTTTaTT

Figure 13. Starting tightVNC Viewer on a host

2. When prompted, enter the password used when VNC Server was installed or
configured on the target host (nsmaster in the example).

= ™ L v O

Discornest | options | Eiipkoard | Seraciaioe | Rereshl|

VYNC Authentication

Passward: I 0K |

Figure 14. VNC Authentication window

User’'s Guide



3. Click OK. You now have full access to the remote host (nsmaster), although response
times may be longer.

Disconnect | Options | Cliphoard | Send Cirl-Alt-Del | Refresh

W2000AS_FR (C:) Properties . _”IE‘

Seruily  Shadow Copies | Quota |
General | I Hardware I Sharing

S

Type: Local Disk
File system: ~ NTFS

W Usedspace 2 964 521 984 bytes
W Free space: 5 426 263 104 bytes

Capacity: 8 389 785 088 bytes

Diive C Disk Cleanup

™ Compress drive to save disk space

¥ Allaw Indexing Service to indes this disk for Fast file searching

oK I Cancel Lpply

Figure 15. Remote connection to a Windows host with
VNC Viewer

You can now display information related to disk C: and perform corrective actions.

&

Note:
If you do not require full access to the remote desktop, you can also open a telnet
connection, if the telnet service is started on the remote host.

Linux Hosts

Webmin is used to remotely connect to Linux hosts.

&

Webmin is a graphical tool for managing Linux systems and allows you to configure the
system, application servers (http, mail...), the network, and many other parameters.
Webmin is Open Source software and the Open Source Community regularly adds new
modules.
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Example:
You want to add a new user to your FRCLS2681 Linux host.

1. From the FRCLS2681 host menu, select Remote Operations->Actions->Users.

A Webmin page opens and prompts you for a user / password. As Administrator, you
can connect as root, with the corresponding Linux password.

[

Figure 16. Webmin login window

&

Note:

If the Linux host is running in SSL mode the following message appears, before the
Webmin login page:

This web server is running in SSL mode. Try the URL https://FRCLS2681:10000/
instead.

You must click the link indicated in this message.

You are now in the Webmin page that manages Users and Groups:

Ol O Du@u®

Webmin System Servers, Networking Heordware Cluster, Others

B Feedback | < ¢ Log Out B

Figure 17. Webmin interface on Linux hosts

2. Add a new user by clicking Create a new user.
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Managing Hardware

Using the System Native Hardware Manager

Hardware monitoring and management - such as temperature or voltage monitoring,
remote power control, access to BIOS or system logs - is not directly performed from
NovaScale Master.

Each type of server has a dedicated hardware manager that NovaScale Master uses to
perform these operations. NovaScale Master provides the appropriate menu item for
each server type: , that is:

PAM for NovaScale 5000 and 6000 series

ISM for NovaScale 4000 series

CMM for NovaScale Blade series

ESMPRO for Intel based computers, running Windows
RMC or ARMC for Intel based computers.

Any other manager that can be accessed via a URL.

Notes:

The corresponding Hardware Manager MUST be installed and configured. Please
refer to the documentation delivered with the server for details.

When the Hardware Manager is launched via a URL (Web GUI), the browser on the
console must be configured to access this URL without using an HTTP proxy.

Connection to PAM, ISM, RMC and CMM hardware managers requires
authentication.

Logins must be defined in the management modules before they can be used by
NovaScale Master.

CMM: only one session is allowed per user. You must therefore register one user for
each NovaScale Master Console (used when the Manager GUI is launched from the
Management Tree).

NovaScale Blade hardware monitoring is performed through the CMM SNMP
interface. You must therefore declare the NovaScale Master server as SNMP
Manager when you configure the CMM.

To manage hardware, proceed as follows:

Step 1: Declare a HW manager and the hosts or platforms it manages.

Step 2: Reload the monitoring server to take the modifications into account.

Step 3: Call the HW Manager from the Tree pane.

Example:
Calling a configured PAM Manager:

The Hardware -> PAM item appears in the menu of the PF4B-10 host.

LT1 o [~ SV

ﬁh Fam oann
Expand {Categories) |
Other Animation ] |

Hardware Power Contral

.
ﬁ Flatfarm PAR

Figure 18. HW Manager GUI menu
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Activating the Hardware -> PAM menu item calls the associated PAM HardWare
Manager:

Status
EventsEQ€y

B fosg

it-jaz] 1 MODULE_1
4 Hislory Manager
w28 Servicing Tools
£ Configuration Tasks

NovaScale

- |

Figure 19. PAM Hardware Manager — Home Page

See the Administrator's Guide for details.
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Using the NovaScale Master Hardware Management Application

NovaScale Master also provides its own Hardware Management application that can be
used instead of the native hardware managers (e.g. PAM, CMM, ...). The NovaScale
Master Hardware Management application gives the same look and feel for all hardware
operations, independently of the target server type.

The application manages Power Control, and displays FRUs, Sensors and System Event
Logs for Express 5800 and NovaScale 4000, 5000 and 6000 series servers.

To start the application:

1. From the Console Management Tree, click the Hardware -> Remote Control item in
the host menu.

Host selection

Pane - http:/ /frcls6260 - NovaScale Master 4.0.1 - Remote Hardware Manag I ] 3
NovaScale Master
Remote Hardware Management Reiesh €GP iop
Host Selection

Host properties

Power Control Display Pane

e Bul #

}umare Infortation

Action Pane

Figure 20. Remote Hardware Management window
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The NovaScale Master Remote Hardware Management application window is divided
into the following functional parts:

Host Selection Pane

Action Pane

Display Pane

allows you to select the current host from all declared
Express 5800 and NovaScale 4000, 5000 or 6000 series
servers.

displays the hardware operations that can be performed:
- Power control functions

- FRU vizualisation

- Sensor vizualisation

- Eventlog vizualisation

displays parameters forms, messages and command
results.

Following a Performance Indicator over a Large Period

It may be interesting to follow the evolution of certain performance indicators over a large
period (e.g. the evolution of the memory use).

2-16

Performance indicators can be collected from NovaScale Master monitoring data or
SNMP protocol, as described below.

To collect and visualize performance indicator reports, proceed as follows:

1. Launch NovaScale

Master Console from the NovaScale Master Home Page.

2. Click the Reports icon to display the list of all available reports.

3. Select the report you want to display from the indicators list.

Dul_&

a http://129.182.6.198 - NovaScale Master 4.0.2 - Report - 129.182.6.198 - Microsoft Ink; = | = 5'

NovaScale Master

I:‘ Report

To display a report. dlick on an Indisator report

Indicator reports

Host Indicator report Collect mode Source
frols5208 9208 cpu MNEM_monttoring SystemLoad CPU
5208 memory NS _monitoring SystemlLoad Memory

Figure 21. NovaScale Master Reporting Indicators Home
Page

The following display appears:
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Systemload.CPU on FRCIL.S5208

The statistics were last updated Friday, 20 Way 2005 at 13:27

"Daily' Graph (5 Minute Average)

Aused
[aal
[=2]
E=3

6 & 10 12 14 16 18 20 22 o0 2 4 A & 10 12

Max 300 Awerage 130 Cumrent 140

“Weekly' Graph (30 MMinute Average)

36.0 ; - - E : May %0 2005 %3:2?

270

Huzed
[
o
E=3

Liax 330 Awerage 130 Current 210

"Monthly' Graph (2 Hour Average)

32,0 : ; : ; May 20 2?05 12132

24.0
T
;g 16.0

5.0

0.0

Week 16 Week, 17 Wesk 15 Week 19 Week, 20 -|
Figure 22. NovaScale Master Reporting Indicators - example

This display shows 4 graphs (3 visible in the example). Each graph shows the evolution
of an indicator (here CPU load) for different periods (daily, weekly, monthly and yearly).

NovaScale Master Configuration

Please refer to the Administrator’'s Guide for details about configuration tasks.
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Chapter 3. Using NovaScale Master Console
Supervision Modes

The NovaScale Master console provides three supervision modes, each providing its own
representation of the NovaScale Master monitored resource:

e Tree mode
e Map mode
e Alerts mode

Whatever the mode, the characteristics of a selected monitored resource are
automatically displayed in the Supervision Pane.

&

Note:
For further information about Console Basics and Console Security Access, refer to
Console Basics and NovaScale Master Authentication and Roles

Working in the Tree Mode

When you select the Tree radio button, a Management Tree is displayed in the
Supervision Pane.

Management Tree Basics

The Management Tree is a hierarchical representation of the resources defined in the
NovaScale Master configuration. Each resource displayed in the tree is represented by a
node that may or may not have subnodes.

ﬂ Hosts

=&l BEMTEST!

E|;§) EventLog

i} Application
i) Security
) system
;? Internet

5’) LogicalDisks

Figure 23. Management Tree
Double-click a node or click the +/- expand/collapse icon to display subnodes.

Select a node to automatically display its characteristics in the Supervision Pane.

Right-click the mouse to display the specific node menu.
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{all Hosts

=l copa
=¢3¥ EventLog

—I0) Application

) Security

#-¢3¥ LogicalD

2 systerg —
creckatributes [N

+( Systemliwe

Figure 24. aservice node menu

Upper the Management Tree, a menu provides the File, Views and Tools commands:

File “iews Toaols

Load...

Reload
Zlose
Hide Tree

|G © & B

vetemhlgt HardwareManagers

master HostGroups

Hosts

StorageManagers

Figure 25. Management Tree menu

Management Tree Menu

File

Views

Tools

-> Load
-> Reload
-> Close

-> Hide Tree

-> Find

-> Refresh Delay

Selects a view to be loaded.

Reloads the current view if the configuration has been modified.

Closes the current view.

Hides the tree to display the whole Supervision Pane

Displays the list of all loaded views: you can select one view.

Allows you to search a node in the
current view according to its name
or part of its name.

This dialog box allows you to
modify the Management Tree
animation refresh delay.

The default refresh delay is 120
seconds.

[ 5L 5yscem Management Teee

[ Startfram Root W Circulate

" Starts with & Forward

= Contains " Backward

" Ends with

 Matches exactly [ Respectcase
Mext | Cancel |

Refresh Delay |
mtl 12[!3: seconds

-

=

Note:

Figure 26. Management Tree commands

The refresh delay is only used by the Management Tree, not by applicative panes.

User’'s Guide




Management Tree Animation
The Management Tree is animated according to the following rules:

e Color is dependent on status:

- Red: CRITICAL

- Orange: WARNING

- Magenta: UNKNOWN

- Green: OK

- Blank: UNMONITORED

This color scheme is applicable to hosts and services.

e When a node has subnodes, the node icon is split in two. The top left triangle is
animated to represent node status and the bottom right triangle to represent subnode
status (i.e. most degraded status).

e Host and associated monitoring services node icons are animated to represent self-
status. All other node icons are animated to represent subnode status (i.e. most
degraded status).

Example:

SYSMAN (root node) and associated services are self-monitored. The top left triangle is

GREEN, showing that host status is OK (the ping operation is successful), but the

bottom right triangle is RED, showing that at least one service status is CRITICAL.
e )Gl Svsman

EEI EventlLog

----- ) Security
[ system
- LogicalDisks
-

=24 Systembload

=-CJ WindowsServices
-3 EventLog

Figure 27. ManagementTree animation - example

Right-click the animated nodes to display the Diagnosis and On/Off menus:
|—D System
Animation Diagnosis

Check Attributes off

Figure 28. Animated node menu
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Diagnosis  displays an animation information window.
On activates node animation.

Off deactivates node animation. This option is useful if you decide not to
animate a specific service or host.

Example:

Animation of the System and All services nodes has been deactivated. As these nodes are no
longer monitored, status is not propagated (icons are BLANK) and SYSMAN (root node) status
is now OK.

=&l svaman
EIEI EventlLog

----- i) Security
() System
=] LagicalDisks
O A

=4 SystermbLoad

=24 Windows Services
-3 EventLog

Figure 29. Deactivating supervision - example

&

Note:
Monitoring services are independent due to the server polling mechanism. This may
create a temporary de-synchronization during an animation refresh.

Management Tree Nodes

Each NovaScale Master monitored resource is represented as a node with a specific
icon in the animated Management Tree. Management Tree nodes are animated
according to node status. When a node is selected, its characteristics are automatically
displayed in the Supervision Pane.
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Monitored Resourcest Icons Description

Root Node 1 First node in the tree.

HostGroup .._ﬂ Hosts can be grouped into hostgroups. For example,
an administrator can define a hostgroup containing all
NT servers. Doing so allows you to quickly identify a
host in a degraded state, as host status is
propagated up to the hostgroup node.

Group Groups allow you to gather other groups and
hostgroups in coherent entities. Refer to the
Administrator’'s Guide for details.

Platform - | A platform is a physical group of hosts of the same

type.

Hardware Manager b Several hardware managers can be displayed:
- PAM Manager for NovaScale 5000 and 6000
Series Platforms.
- CMM Manager for NovaScale Blade Series
Chassis.
- ISM Manager for NovaScale 4000 series
Platforms.
- ESMPRO Manager for Express 5800 hosts.
- RMC manager for Express 5800 hosts.
- Any other hardware manager.
Storage Manager ;,h Two storage managers can be displayed:
- S@N.IT! Manager for shared host storage via a
SAN.
- Any other storage manager.
Host W62 Ahostis composed of categories.
Q a3
=
other
Category 4 A category contains specific monitoring services. For
example, the SystemLoad category contains the
CPU service and the Memory service.
Service O Each service belongs to a category.
Table 2. Management Tree nodes
Note:

Currently, NovaScale 64 bits is applicable to NovaScale 4xxx, 5xxx and 6xxx servers
and NovaScale 32 bits is applicable to NovaScale 2xxx and Express 5800 servers.
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Root Node

The Root node is the first node in the tree. The top left triangle reflecting self-status is
always blank (unmonitored). The bottom right triangle reflects the most degraded
subnode status (host and services).

M Root Node Menu

Expand Shows a tree view of all hosts, hostgroups or managers in the
configuration.
Animation Briefly explains resource status.

Table 3. Root node menu

HardwareManager Node and Status Levels

V=

A HardwareManager node represents one of the five types of hardware managers listed
in Table Management Tree Nodes above.

&

PAM and CMM Managers Status Levels
The top left triangle reflects self-status and the bottom right triangle reflects the most
degraded subnode status (hosts and services), as shown in the following table:

Manager (PAM, CMM) Status Levels
Status Description
PENDING The service has not been checked yet. Pending status occurs only
(gray) when nagios is started and disappears as soon as services are
checked.
- The manager is up and running.
WARNING The manager has a problem, but is still partially up and running.
(orange)

An internal plugin error has prevented status checking. An unknown
status is considered as a warning status.

The manager has a serious problem or is completely unavailable.

Table 4. PAM and CMM status levels
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RMC Managers Status Levels
The top left triangle reflects power status and the bottom right triangle reflects the most
degraded subnode status (hosts and services), as shown in the following table:

Manager (RMC) Status Levels
Status Description
PENDING The service has not been checked yet. Pending status occurs only
(gray) when nagios is started and disappears as soon as services are
checked.

The power status is on.

An internal plugin error has prevented status checking. An unknown
status is considered as a warning status.

The power status is off.

Table 5. RMC status levels

ISM and ESMPRO Managers Status Levels
The top left triangle reflecting self-status is always blank (unmonitored). The bottom right
triangle reflects the most degraded subnode status (hosts and services).

3I HardwareManager Node Menu

Expand -> PAM manager Shows all NovaScale 5000 and 6000 Series platforms
managed by this PAM manager.

-> CMM manager Shows all NovaScale Blade Series Chassis managed by
this CMM manager.

->RMC, ISM or ESMPRO  Shows all hosts managed by these managers.

-> other managers Shows all hosts managed by these managers.
Animation Briefly explains resource status.
Hardware ->“manager GUI” Calls the Manager GUI. This menu requires

Administrator rights.

The menu name changes according to manager type.

Table 6. Hardware Manager node menu
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StorageManager Node

The StorageManager node represents either the S@N.IT! Manager or any other storage
manager.

The top left triangle reflecting self-status is always blank (unmonitored). The bottom right
triangle reflects the most degraded subnode status (hosts).

?-I StorageManager Node Menu

Expand Shows all hosts managed by this manager.
Animation Briefly explains resource status.
Storage Calls the Manager GUI.

Th N.ITIM li Il N.IT! l.
> Storage manager (Web) eS@ anager GUI is called S@ GU

Calls the manager in local application mode. This menu
-> S@N.IT! (local) is available only for the S@N.IT! manager configured to
support local application launching.

Table 7.  Storage Manager node menu

The S@NIT Web GUI is based on an java applet technology. So, don’t close the first
launched browser windows which doesn’t contain the GUI but the applet itself.

Platform Node and Hostgroup Node

3-8

A Hostgroup node represents a group of hosts. A platform node is a specific hostgroup
node, which represents a group of hosts of the same type.

The top left triangle reflecting self-status is always blank (unmonitored). The bottom right
triangle reflects the most degraded subnode status (hosts and services).

@ platform Node and “@ Hostgroup Node Menus

Expand Shows the hosts contained in this hostgroup or this platform.

Animation Briefly explains resource status.

Table 8.  Platform node and Hostgroup node menus
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Host Node and Status Levels

A Host node represents a single host. The top left triangle reflects self-status and the
bottom right triangle reflects the most degraded subnode status (services).

Host Status Levels

Status Description

PENDING (gray) | Host status is unknown because no associated service has been
checked yet. Pending status occurs only when NetSaint is started, and
disappears as soon as at least one associated service is checked.

UP (green) The host is up and running.
_ The host is down or unreachable.
Table 9. Host status levels

l ‘ = Host Node Menu

Expand Shows all monitoring categories associated with this
host.
Animation -> Diagnosis Briefly explains resource status.
Activates / deactivates node animation.
->On / Off
Remote Operation See Table below.

Table 10. Host node menu

Remote Operation Menu for Windows

... > VNC Viewer Starts VNC viewer to connect to this host.

... > Telnet Launches Telnet to connect to this host.

Remote Operation Menu for Linux

... ->Telnet Launches Telnet to connect to this host.
... > Actions Opens a Webmin page to:
-> Shell Command to execute a Unix shell command.
-> FileSystem to manage disk and network file systems.
-> Processes to manage running processes.
-> Users to manage Users and Groups.
-> Change Password to manage passwords.
-> RPM Products to manage software packages.
-> System Logs to manage system logs.
-> Network Configuration to manage network configuration.

Table 11. Linux Remote operation menus

Using NovaScale Master Console Supervision Modes
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Category Node
A Category node contains specific monitoring services.

The top left triangle reflecting self-status is always blank (unmonitored). The bottom right
triangle reflects the most degraded subnode status (services).

5 Category Node Menu

Expand Shows all monitoring services belonging to this category.

Animation Briefly explains resource status.

Table 12. Category node menu
Services Node and Status Levels
A Services node is a leaf node.

The service node reflects the service status computed by the monitoring process, as
shown in the following table:

Service Status Levels

Status Description

PENDING (gray) The service has not been checked yet. Pending status occurs only after
NetSaint is started and disappears as soon as services are checked.

OK (green) The monitored service is up and running.
WARNING The monitored service has a problem, but it is still partially up and
(orange) running.

An unreachable or internal plugin error has prevented service status
checking. An unknown status is considered as a warning status.

The service has a serious problem or is completely unavailable.

Table 13. Service status levels

2 Service Node Menu

Animation ->Diagnosis Briefly explains resource status.

-> On / Off Activates / deactivates node animation.

Table 14. Service node menu
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Management Tree Views

Management Tree views allow you to represent monitored resources according to your
needs at a given time. The Management Tree provides four standard views:

e Hosts

e HostGroups

e HardwareManagers

e StorageManagers

The default view is the Hosts view, but you can load another view by selecting:
File -> Load -> SystemMgt -> view hame

Once several views have been loaded, you can switch from a one view to another by
selecting:

Views -> view name
WiEnS

Systermblgt/ Hosts
Systemmoty HostGroups
Systemmat f StorageMananers

Standard Tree Views

Hosts View All hosts are displayed under the root node.

HostGroups View All hostgroups in the configuration plus all NovaScale
5000 and 6000 Series platforms and NovaScale Blade
Chassis are displayed as hostgroup nodes with their
associated hosts.

HardwareManagers View  All hardware managers in the configuration are displayed.
Each manager node contains the hosts that it manages.
For example, the PAM manager nodes contain the
NovaScale 5000 and 6000 Series platforms and the CMM
manager nodes contain the NovaScale Blade Chassis.

StorageManagers View All storage managers in the configuration are displayed.
Each manager node contains the hosts that it manages.

Table Tree views

As Administrator, you can create customized views to meet your own criteria. Please
refer to the Administrator's Guide for details..
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Hosts View

The Hosts view is the default view. All the hosts in the configuration are displayed with
their monitoring services classified by category (EventLog, LogicalDisk...), as shown in
the following figure.

ﬂ Hosts

=Bl BSMTEST!
@ EventLog
@ LogicalDisks
@ Systemlboad
@ WindowsSemnices

N FamEDOD_DIDN

Bl FRCLS2681

~JEL PAMI

B PAM2

+-[ifll PROTOY

w-JJll TIoER_S1

Figure 30. Hosts view
HostGroups View

The HostGroups view displays all the hostgroups in the configuration.

Hosts are displayed under each hostgroup, with their monitoring services classified by
category (EventLog, LogicalDisk...), as shown in the following figure.

ﬂ HostGroups

- I FAMEDOD

EIEE Lire

=Bl FrRoLS 2681

= PROTOY

% Systermmot

E% Windows
=&l BSMTESTY
- JHl FamEDOD_DIDD
---. PROTOS
m-JJfll TIGER_S1

Figure 31. HostGroups view
In the example shown above, the administrator has defined a Windows hostgroup
grouping all Windows servers. The bottom right triangle of a hostgroup icon is not green,

meaning that a host or a service has a problem. The operator can expand the hostgroup
icon to identify the host or service with a problem.
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HardwareManagers View
The HardwareManagers view displays all the managers in the configuration:

e PAM Managers, displaying NovaScale 5000 and 6000 Series platforms with their
hosts (domains)

e CMM Managers displaying NovaScale Blade Chassis with their hosts (NS 20x0)
e RMC, ISM or ESMPRO Managers displaying other hosts.

Hosts are displayed with monitoring services classified by supported category
(Hardware, EventLog, LogicalDisk...), as shown in the following figure:

ﬂ HW Managers
=T ChM1
IJ:'I—% chassisi

e blade
FileSystems
Hardware
LinuxServices

Syslog

Systermload
=HEL bladez
IJ;'I—@ Hardware

L& Health
F-EL blade3
=T PAM1

Ié‘l—%fame-ptﬂ

eIl farmenoo

LogicalDisks
Systemload

WindowsServices

Figure 32. HardwareManagers view
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StorageManagers View
The StorageManagers view displays all the storage managers in the configuration.

Hosts are displayed with monitoring services classified by supported category (Storage,
EventLog, LogicalDisk...), as shown in the following figure:

ﬂ Storage Managers
£-Tg NEC-STORAGE
eIl farmenoo
EventLog
Hardware
LogicalDisks
Systemload

WindowsSemnices
E-Tad SAMITY

IJ:'I—@ Storage
L& canitstatus

len

Ell delphi
B hadock
El pegase
Bl punch
Bl ulvsse
Figure 33. StorageManagers view
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Working in the Map Mode

When you select the Map radio button, the Map, Focus and Problem Panes are
displayed.

=

Note:
The Map and Problem panes are always synchronized.

button

Map radio

The Problem pane lists the problems that occurred on hosts belonging to hostgroups
on the current map. Each hostgroup is represented by an animated rectangle
(rectangle dimensions are specified in the Configuration GUI). The Select a map box
allows you to select another configured map.

The Focus Pane lists all the services (with their status) configured to be displayed in
this pane. As Administrator, these monitoring services are highly important and need
to be displayed in a specific pane. This pane appears only when there exists
configured focus services. (See Administration’s guide for more information).

Focus Pane

server:frcls2703 (boukobza Administrator) time server:16:15

Q&=

o nancra = 4

Problem Pane

Other

| Status Overview | Stall: us Detail |

] HOSTGROUP: europe_map
Monitoring

Services detail j

Host Service Status Last Check Duration Information

FROLS2703 Ewentl oy Security. 0d0h5m15sago 0dOhS5m3s 303 new everts for the last 30 mol

FRCLS31 04.tr el bullnet Evertl o Application 0d0hOm S8s ago Od 0h10m 35 3new everts for the last 30 mn!

Evertl og Security. 0d0h5m15s ago Od Oh8m59s 110 new everts for the last 30 mol

Flaustame Al T v e e e nze DISK CRITICAL: ( Mrcis2661 ) more -

Figure 34. Map mode

In the Map Pane, hostgroups are displayed and animated with their computed status.
Their positions (x,y) are specified in the Configuration GUI.

Hostgroup status is the most degraded status of corresponding hosts and monitoring
services.

The Problem Pane lists all the problems that occurred on any host belonging to the
hostgroups on the map. IYou can navigate thru internet links and return using the Back
button.
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=

Note:
For each Map, a corresponding internal hostgroup (with name “<MapName>_map” is
generated for the monitoring server (used by the Problem Pane).

If you want to zoom a specific hostgroup, select it on the map. When the mouse is
hovered over a square representing a hostgroup, an Infotip displays the hostgroup name
and position (x,y). :

NovaScale AMastfer

R LI L) _

% HOSTGROUP: perso
| Reporting |

| Status Overview | Status Grid | Status Detail |

Services detail

Host |- Senvice Status . LastCheck | Duration | Information
FRCLSZ703 Evertl on Security L uli 0d Ok im 475 ago Ocd 1h 36m 355 110 new events for the last 30 mnl

FRCLS3104 1r ad bull net EventLog.Application © 0dOh2m30s a0 OdOh 52m 255 28 neve events for the last 30 mnl

frels2100 frol bull fr EventLog. Application S0 0dOh2m3s soo O Oh16mS53s 2 new events for the last 30 mnl

Figure 35. Hostgroup details

When a hostgroup is selected, the status of all the hosts belonging to that hostgroup are
displayed, along with three links to more information:

- Hostgroup name link (perso in Figure):
This link opens a new window giving grid status information about all current
hostgroup host services.

@ HOSTGROUP: perso

| Reparting |

| Status Overview | Status Grid | Status Detail |

Host Senices

Figure 36. Hostgroup link information
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Host name link (frcls2101.frcl.bull.fr in Figure):
This link opens a new window giving monitoring information about all current host
services.

E HOST:frcis2104 frelbullfr 3
Monitoring
| Host Status | Services Status | Control |

Services detail

Senvice Status Last Check Duration Information
Eventl oy Application OdOhim15z ago OdOh2im 7= 2new events for the last 30 mnl
Eventlog Security aK 0dOhOm 175 ago 0d Ok 25m 115 OK: no new events for the last 30 mn
Eventlog System aK OdOhSmBzago  0dOh25mi1s  OK: nonew events for the last 30 mn

COMNMECTION ERROR - NS Master Management Agent NOT

LogicalDisks All

Ocd Oh 4m 425 ago 1d 3k 17m 3=

LISTEMING : cannot connect socket for host
frclz2101 frolbull.fr and port 1246 - Connection refused

PIMG Ocl Oh 3m 562 ago 1d3h17m1s  PING OR - Packet loss = 0%, RTA = 0.00 ms
SystermLosd CPU K 0dd Oh 3m 255 ago 0d Ok 23m 175 CPU Load OK (1mn: 19) (10mn: 2%
SystemLosd Memory 0K | OdOh2m 535 ago Od Oh 22m d6s g‘ﬁ"gﬁ;gﬁ;ﬁﬂzlg’; (}%*fgnﬁ;‘fmm ez T, W) Q=
WindowsSetvices Fuentl og oK OdOh2mBsago OdOh22m1s  OW:I'Eventiog
Figure 37. Host services
Alerts link:

This link opens a new window giving alert information about all current hostgroup
host alerts.

FE HOSTGROUP: perso
Reporting
| Alert History | Notifications | Availability | Indicatars Trends |

EEI = = I Alarts type Hosts and Services - ™ Mot adinowledged
= lﬁ ELLHOSTS = = Alers level |4l = ¥ History
0 l—_l BLL SERVICES = Report Period | Last 7 Days -
I ax Items: |3UU Apply I Reset I
Matching Alerts DatedTime Server: 21-04-2005 17:04:21
Time Host Service State  Count Information
21-04-200517.00:089  FRCLS2703 Eventl og. Security 113 1 OHK: no new events for the last 30 mn

21-04-2005 16:55:33  frol=5504 frel bull fr Ewertl og Security. 1 945 newv swents for the last 30 mnl

21-04-2005 16:50:29  frol=5504 frolbull.fr Evertlog.Security oK 1 OWK: no nevw everts for the last 30 mn
21-04-2005 16:39:55  frolz21 01 frolbull.fr Evertlod Application 1 2 newy events for the last 30 mnl
21-04-2005 16:35:59  frols2101 frelbull fr ‘WindowsServices Eventl og 113 1 Ok:'Evertlog'

Memory Usage OK (total 2467Mb) (used:
21-04-2005 16:38:14  frolz21 01 frolbull.fr Systemload.Memary oK 1 35 Mb%’1 4%?(?59 (2115Mb] [phy)s(ical: 1022Mk)
21-04-2005 16:37:43  1rels2101 frelbull fr Systemload. CPU ak 1 CPU Load O (1mm: 29%) (10mn: 2%)
21-04-2005 16:35:58  frolz21 01 frolbull.fr Evertlod System oK 1 Ok no nevw everts for the last 30 mn

Figure 38. Hostgroup alerts
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Working in the Alerts Mode

Alert Basics

3-18

The Nova Scale Master Alert Viewer application displays monitoring alerts (also called

events) concerning a set of hostgroups, hosts and services.

The application provides filter functions in order to display alerts on all monitored
resources or on only a subset of these resources.

Whenever a service or host status change takes place, the monitoring server generates
an alert, even when status passes from CRITICAL to RECOVERY and then to OK. Alerts

are stored in the current monitoring log and are then archived.

The NovaScale Master Alert Viewer application scans the current monitoring log and
archives according to filter report period settings.

Alert Viewer |

Hg [=aLlLHosTGROUPS = <]
&l [ aLLHOSTS ™ =
(3 | ™ALL SERVICES ™ |

Matching Alerts
Time Host
02-05-2005 14:36:24  frolss104

02-03-2003 14:3330  nsmaster
02-05-200514:3505 nsmaster

02-03-2003 14:3240 nsmaster

02-05-2005 14:3210 nsmaster
02-03-200314:31:40  nsmaster
02-05-200514:31:00  nsmaster

02-03-2005 14:30:10  psmaster

02-05-2005 14:29:47  nsmaster

02-05-2005 14:259:47  namaster

02-05-2005 1003210 frols3104

02-05-2005 14:30:04  nemaster-rme

# ALERTS

Reporting

Alerts type Hast: and Services ;l
Aletslevel | Al =
Report Feriod |Last?Days ;I

i ax [tems: I‘l F

Service State
Evertl og.Application
Evertlodg. Security

WindowsServices Evertlog

Evertlog.Application
Systeml oad Memary
Systemload . CPU
b

Logicallisks Al

RMC PowvverStatus

Evertl og.System

Evertl og Security oK

LM KN O

l_ Mot acknowledged

Date/Time Server: 02-05-2005 14:535:2

™ Histary
Apply | Reset |
Count Information

2 4 new everts for the last 30 mol

connect : Connection timed out
connect : Connection timed out
connect : Connection timed out
connect : Connection timed out
connect : Connection timed out

PIRG CRITICAL - Packet lozs = 100%

Connection timed out

Chassis Poweer iz off
connect : Connection timed out
1 PING CRITICAL - Packet lozz = 100%

1 Ok: no nevy events for the last 30 mn

Figure 39. Nova Scale Master Alert Viewer
Nova Scale Master Alert Viewer is divided into two main functional parts:

- The Selection Pane, where all filters are taken into account like a logical AND.

Exception: when the Alert level is set to display Current problems only, the
Time Period is automatically set to This Year, and cannot be modified.

User’'s Guide

The Information Pane, which displays filtered alerts.

COMMECTION ERROR - HOST DOWAM OR UNREACHABLE :
cannot connect socket for host nsmaster and port 1246 -




Alert Selection

&

Note:
By default, alerts for all hostgroups, all hosts and all services are displayed.

&QI’“‘ALL HOSTGROUES ™ ;I Alerts type IHosts and Services ;I I Met askriowladged

G [FALLHOsTS = i e El T istory
3 [ BLL SEFWICES ™ H Report Period | Last 7 Days =
b ax ltems: |'|5_ Apply | Reset I

Figure 40. Alert Selection

Selecting Hostgroups, Hosts and Services
You can filter hostgroup, host and service Alerts from the Selection Pane, in any
combination:

e When you select a specific hostgroup, only the hosts belonging to that hostgroup
are selected.

e When you select **ALL HOSTS**, all the hosts belonging to the previously selected
hostgroup are selected.

e When you select a specific host, only the services belonging to that host are
selected.

e When you select **ALL SERVICES**, all the services belonging to the previously
selected host are selected.

e When you select *ALL HOSTS** and **ALL SERVICES**, all the hosts belonging to
the previously selected hostgroup (or all hostgroups) are selected and all the services
belonging to those hosts are selected.

Example:

@E | M5_Master

@_ I nzmazter
0 I Systemboad. CPU

2l El =

Figure 41. Alert selection - example

In Figure 39, the user decided to select all alerts concerning SystemLoad.CPU on the
nsmaster host in the NS_Master hostgroup.

Selecting Alert Type

You can filter alerts according to the following alert types:
Hosts and Services
Hosts

Services

Using NovaScale Master Console Supervision Modes 3-19



&

&

not.

Note:

By default, Hosts and Services is selected.

Selecting Alert Level
You can filter alerts according to the following alert levels:

All alerts
displays all alerts.

Major and Minor problems
displays host alerts with DOWN or UNREACHABLE status levels
displays service alerts with WARNING, UNKNOWN or CRITICAL status levels.

Major problems
displays host alerts with DOWN or UNREACHABLE status levels
displays service alerst with UNKNOWN or CRITICAL status levels.

Current problems

display alerts with a current non-OK status level.

When this alert level is selected, the Time Period is automatically set to ‘This Year’
and cannot be modified.

Note:

By default, All is selected.

Selecting Acknowledged Alerts
As Administrator, you can acknowledge alerts and decid e displayed or

Acknowledge icon

‘ 02-05-2005 15:32:24 nzmaster Evertlog.&pplication i;{mﬁs for the lsst 30 mn!
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&

Figure 42. Acknowledged alerts selection

Note:

By default, All alerts is selected (acknowledged or not).

Selecting Alert Histories
By default, all the alerts concerning a particular service of a particular host with a given
status level are displayed in a single line:

The Count field lists the number of similar alerts over the specified Report Period.
The Time field displays the time when the most recent alert was generated.

The Information field details the most recent alert.

When you select this option, each alert is displayed in a different line:

The Time field displays the time when the alert occurred.
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Selecting Time Periods
The user can specify the period of time over which alerts are displayed:

Last 24 Hours
Today
Yesterday
This Week
Last 7 Days
Last Week
This Month
Last Month
This Year
Last Year
*CUSTOM PERIOD*

When you select *CUSTOM PERIOD?*, you can specify time period start and end dates.
The default *CUSTOM PERIOD* setting is the beginning of the current month through to
the current date.

Note:

By default, alerts over the Last 7 Days are displayed.

Selecting Max Items

This option allows you to specify the maximum number of lines displayed.

=

Note:

By default, the Max Items setting is 15.

Alert Information

Alerts give the following information:

&

Time: i.e. when the alert occured

Host Name: i.e. where the alert occured
Service Name: i.e. where the alert occured
Status Level

Count

Information

Note:

The Count field is always set to 1 if the History option is set to true.

Otherwise, the Count field indicates the number of alerts with the same status level.
Time and Information fields concern the most recent alert.
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Supervision Information

Supervision Information Basics

The Supervision Pane displays information about monitored resources and works
exactly like a WEB browser. You can click a link, retrace your steps (back, forward),
reload a page, detach a page and print a page. The Supervision Pane is divided into five
functional parts, as shown in the following figure:

Tool Bar Title area

100 &S .
Menu level El HOST:freis6260 i
onitoring
inst Status | Service Status | Control |
Menu level2
Semvices detail
Senvice Status Last Check Duration Information
DISKS DK all disks
FlleSystems All ok Oct OF 4m 232 ago  Bd 200 5%m s less than 80%
utiized.
Information QK -1 prn;_\:ssast
- - FLITTHTAD
area LinyzServices syslongd ok Od Oh 4m 25z ago 1o 22nS3m 11s DRERLECC
syhogd
BING BK 1 0c0ham22sago 0d2nStm3gs Do O PREIELIOSS
Svzion AuthentFailures B 0c0h 4m Z3s ago 7d 160 40m 255 G o mekches
St o
Sy . . i), rn,
Systemlosd CPU CLULLRN 0c Oh 4m 253 sg0  7d 1BRS2m 178 s 20
CRITICAL
Stabus: O - (botat
10520b) (used:
Systemiosd N oK Dd0h2misage  1d17hd4dm40s SO2Mb, 463 (fres
S50Mb) (phyeica
EET
Systemioad Processes 0K 0 0h4m 24sego Td 16 38m 33s Su'il;ig processE
Syslemload Users 0K 0d Ok 1m 345 aga  Dd 18h 11m 295 Eaﬁlméégﬁ:rs

Figure 43. Supervision Pane

Tool Bar (9 Go back one page.

& Go forward one page.

-

=| Reload the current page.

—

1| Detach the current page to a separate frame.

# Print the current page.

Title Pane Displays the selected monitored resource icon, type and name.

i Only available for hosts. Gives a short description of the selected
host (name, model, OS, netname and domain).

Menu Levell Allows you to select the type of information you want to display,
according to the selected monitored resource: Monitoring, Reporting,
Hardware and Software information.

Menu Level2 Allows you to select the information you want to display, according to
selected Levell information.

Information Pane Displays selected information about the monitored resource.
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Monitoring Information

The following table lists the available information types and associated supervision scope.

Information Type Supervision Scope

Status Overview Root nodes of Hosts and Hostgroups Views (Tree)
Hostgroup

Status GRID Root nodes of Hosts and Hostgroups Views (Tree)
Hostgroup

Status Detail Root nodes of Hosts and Hostgroups Views
(Management Tree)
Hostgroup

Host Status Host

Service Status Service

Log Root nodes of Hosts and Hostgroups Views (Tree)

Commands Root nodes of Hosts and Hostgroups Views (Tree)

Table 15. Monitoring information
Status Overview
This screen allows you to view the current status of all monitored hosts and services.

- When you launch this screen from the hostgroup node, a status overview of all
hostgroups (or a particular hostgroup) is displayed.

Hostgroups Overview

Host Group Host Status Totals Senace Status Totals

15 0K
MS Master 2P L WARNING
15 0K
default magp L | ARNING
Host Group Hostgroup name
Host Status Totals Number of hosts classified by status level in the
hostgroup
Service Status Totals Number of services classified by status level in the
hostgroup

Figure 44. Hostgroup Status Overview
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- When you launch this screen from the host node, a status overview of all hosts is

displayed.
Hosts Overview
Host Status | Services
namaster I
nsmaster- P
Fm .~ LEENDIWG
Host Host name
Host Status Host status level
Service Status Number of services classified by status level
Figure 45. Host Status Overview
Status GRID
This screen displays the name of all the monitored services for each host.
Host Senices
o frols3104 EverflonApplication  EvertlonSecurity  EvertlonSvstem  LocicalDisks Al
© o BmMG SystemloadCPU SystemlosdMemory WindowsServices Eventlog
. nsmaster  EverflonApplication  EvertlonSecuwrity  EventlonSvstem  LocicalDisks Al
© BmMG SystemloadCPU SystemloadMemary WindowsServices Eventlog
‘nsmaster-rme PING  EMC.Alerts  RMCPowerStatus
Host Host name
Service Status Host services animated by status level color

Figure 46. Host Status GRID
Status Detail

This screen gives detailed information about selected hosts and/or services.
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Host
Selection

Selected Host
Services

Host details

Host
frels3104

nzmaster

nemaster-rme

All

|

Status
1P

up

up

1 17 1 0 0

[l

Click status links to display the selected hosts and senvices

Last Check Duration Information
0d Oh3m 52z ago Od 1h 45m 37=s  PING OK - Packet loss = 0%, RTA = 0.00 ms

Od1h4sm Sz ago 1d 2h 30m 335 (Host azsumed to be up)

0d 1h 43m 30= ago  1d 2h 28m 582 (Host assumed to be up)

3 Matching Host Entries Displayed

The Selection Pane allows you to select host and service according to status level:

Host Selection

Number of hosts with Up, Down, Unreachable
or Pending status.

You can select hosts according to status: All
hosts, Problem hosts, or Specific hosts.

Selected Host Services Number of services with OK,

Warning,Unknown,Critical or Pending status.

You can select services according to status: All
services, Problem services, or Specific
services.

Figure 47. Hosts Status Detail

Information details gives host details if host is selected and service details if host and
service are selected.

See Host Status and Service Status for more information.
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Host Status

This screen gives a detailed view of the status of the selected host.

Host detail

Host Status

frol=31 04 ur

Host

Host Status
Last Check
Duration

Information

Service Status

3-26

Last Check
0d Oh 2m 8= ago

Duration Information

Ocl 1h 58m 5332 PING Ok - Packet loss = 0%, RTA = 0.00 ms

Host name

Host status

Time since the last check occurred

Time since the current state was set

Additionnal information about the host state
Figure 48. Host Status

This screen gives a detailed view of the status of all the services associated with the
selected host. Services can also be selected according to status level.

All

Selected Host
Services

Service details

Ok Warning

2

E 0 0 0

Click on status links to display the selected sernvices

Service Status
Evertl og Application Ok
Evertl og Security
Eventl og. em
LogicalDizks All Ok
Pird Ok
Systemload CPU Ok
Systemload Memory ok
WindowsServices Eventl og Ok

Information

Last Check
0d Oh 1m 295 ago Od 2hEm 30s -y 00 New everts for the

Duration

20 nevwy events far the last
30 mn!

39 newy events far the last
30 mn!

DISKS OK: all disks (2, 00
les= than S50% wtilized

0 Oh3m 205 ag0 0d2h3m20s B oo oo ookt loss = 0%,

Odl Ok 2m 335 ago 0d 2h 2m 33 EPD%?ZE&?K CHARES )

Memary Usage OF (total:

1162Mb) (used: 285Mb,
Od Oh 1m 45= ago 0d 2h 1m 453 24%) (free: G77Mb)

[phryezical: 4350k

0d Ok 1m 14z ago Od 2h6m 14z OK:'Eventlog

0d Ok Om 422 ago  Od Oh Sm 31z

0d Oh 4m 552 ago Od 2h 4m 41z

0d Ok 4m Sz ago Od 2h 4m 8=

& Matching Service Entries Dizplayed ( fiter: Service Status PENDING OK WARHING UHKHOWH CRITICAL)
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Log

The Selection Pane allows you to select services according to status level:

Selected Host Services Number of services with OK, Warning,
Unknown, Critical, or Pending status
You can select services according to status:
All services, Problem services, or Specific
services.

Information Details gives status details for the selected services:

Service Service name

Status Service status

Last Check Time since the last check occurred
Duration Time since the current state was set
Information Additional information about service status

Figure 49. Services Status

This screen displays the current Monitoring Server log file. You can also browse archived
events.

Log File Havigation Earliest Ertries
Sun Apr 24 00:00:00 PDT 2005 First: - Apply
ta
Fresent..

April 28, 2005 14:00
,@. [25-04-2005 1422 10] SERVICE ALERT. frcle3104;Eventlog. Security, O, HARD, 1,0k no newy events for the last 30 mn

) [28-04-2005 14:12:14] SERYICE ALERT: frol=3104;Eventl oy Securty WARNING HARD; 1,20 nevy events for the last 30
~ mnl
e [25-04-2005 14:11:00] Auto-zave of retention data completed successiully.
april 28, 2005 13:00
o [25-04-2003 13:11:00] Auto-zave of retention data completed successtiully,

april 28, 2005 12:00
@ [28-04-2003 12:42:10] SERYICE ALERT: frols3 04;Evertlog. Security; OH;HARD, 1; OH: no newe events for the last 30 mn
,@ [258-04-2005 12:16:20] SERVICE ALERT: namaster;Systemblosd CPUOK;HARD,1; CPU Load Ok (1mn: 2% (10mn: 23]

@. [25-04-2005 12:16:10] SERVICE ALERT: frcle304; Systemboad Memary, OW;HARD: 1;Metnory Usage O tatal: 1162kb)
[used: 2680Mb, 23%) (free; 534Mb) (physical: 435Mb)
,@. [28-04-2005 1 2:15:40] SERVICE &LERT: namaster; PING, O HARD; 1;PING QW - Packet loss = 0%, RTA = 0.00 ms

ﬂ [26-04-2005 12:1:3:20] SERVICE ALERT: frole3104; Systemboad CPU OHHARD 1, CPU Load Ok (1mn: 3% (10mn: 10%)

Figure 50. Monitoring Server Log
NovaScale Master Log shows all the events logged by the monitoring process:

e Host and Service alerts

e Alert notifications

e Alert acknowledgements

e New comments

e Configuration information messages

e Miscellaneous
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Commands

3-28

- When you launch this screen from the Hosts or Hostgroups root nodes, Monitoring
Server information and performance is displayed. You also have access to Process

Commands.

Process Status
Program Start Time
Tatal Running Time

Lazt External Command Check

Check Execution Time
Check Latency
# Active Checks

# Pazzive Checks

Monitoring server information Process Commands

[0]3% E: Stop the Monitoring server

253-04-2005 12:14:00 1!"-— Restart the Monitoring serwver

0d 2h 16m 215 ¥  Disable noifications

28-04-2005 14:27:00 x Stop executing service checks

Last Log File Rotation i,
Monitoring server (Magios) PID 2464
Motifications Enabled'? ¥ES
Service Checks Being Executed? YES
Evert Handlers Enabled? Y¥ES
Monitoring server performance Detail

07470832 zec
07070000 =zec
19

1]

Figure 51. Monitoring Server commands

Monitoring Server Information

Gives general information about the Nagios monitoring process.

Monitoring Server Performance

Gives statistical information about the Nagios monitoring process:

e the min, max and average time recorded for the check execution

e the min, max and average time recorded for check latency (check delay
time due to monitoring server overload)

e the current number of active checks

e the current number of passive checks.

Process Commands

Allows you to perform actions on monitoring functions.

When you click a command, you are prompted to confirm by clicking Commit in the
confirmation page. The command is posted for immediate execution by the Monitoring

Server.

Process Commands require Administrator rights.
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- When you launch this screen from a host or a service, host or service monitoring
information and host or service comments are displayed. You can also enable/disable
notifications, enable or disable service checks.

Host monitoring information Host Commands
Last Statuzs Check 01-05-2005 19:19:00 x Lisable natifications for this host
e Doted e 4d 23R 26m 54 x Dizable natifications for all services an this host
¢ Enable notifications for all services on this hast
Last Host Motification Tli,

Schedule an immediate check of all services on this host

Current Motification Mumber 0
x Dizable checks of all services an this host

Host Checks ErABLED
‘/ Enahle checks of all services on this host
Host Motifications ERABLED
Event Handler EMABLED
Host Comments 9 Add & comment -" Delete all comments
Time  Author Comment ID  Persistent

Thiz host has no comments associsted with it

Figure 52. Monitoring Host commands

Host/Service Monitoring Information
Gives general information about host or service monitoring.

Host/Service Comments
Displays the comments associated to the host or service and allows you to add or delete
comments.

Host/Service Commands
Enables actions on monitoring functions.

When you click a command, you are prompted to confirm by clicking Commit in the
confirmation page. The command is posted for immediate execution by the Monitoring
Server.

=

Commands require Administrator rights.
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Reporting Information

The following table lists the available information types and associated supervision
scope.

Information Type |Supervision Scope

Alert History Root nodes of Hosts and Hostgroups views (Tree)
Hostgroup,

Host,

Service.

Notifications Root nodes of Hosts and Hostgroups views (Tree),
Hostgroup,

Host,

Service.

Avaibility Root nodes of Hosts and Hostgroups views (Tree),
Hostgroup,

Host,

Service.

Status Trends Root nodes of Hosts and Hostgroups views (Tree)
Host,

Service

Indicator Trends Root nodes of Hosts and Hostgroups views (Tree)
Hostgroup,

Host,

Service.

Alert History

This screen displays host and service alerts according to the selected context. For
example, when this screen is called from a Hostgroup, only the Alerts related to the hosts
contained in the selected Hostgroup are given, as displayed below. Information about
Alert History is detailed in chapter 3.3

g [N5_aser 7| setstype  [Hostsand Services | T ot acknowledged
B [=ALLHosTS = ] Aerslevel [al =l History
] I’“‘."—\LL SERVICES = ;I Report Period ILaSl?Da}ls ;!
Ml a3 tems: I‘]_E_ Apply I Reset I

Matching Alerts Date/Time Server: 25-04-2005 14:40:17

Time Host Service State  Count Information
28-04-200513:07:18  frolss205 EventLog. Application 0K 1 OK: no new events for the last 30 mn
25-04-200512:41:18  frcls5208 Systeml oad CPL Ok 1 CPU Logd Ok (1 mn: 46%) (10mn: 80%:)

CPU Logdd HIGH (1mn: 99%) (10mn: S0%) -

25-04-200512:36:22  frole5208 Systemload CPU CRITICAL 1 Process Rivscan using 54%

26-04-2005 123122 frols5206 Systeml oad CPU I e LTS?ES%?%“ BT R
26.04-2005 122623 freleS208 SystemLoad CPU crimica gf;—é;z:‘;ﬂfg‘ag LTS?ES?U%U Bl
25-04-2005 1222222 frocleS208 Eventl oy Application U 1 26 newy events for the last 30 mn!
25-04-2005 1222123 frole5208 Systemload.CPL HIf 1 CPU Losd HIGH (1m: 66%) (10m: 27%)
28-04-200512:02:58  froleS208 Eventlog Security | OK: no newy everts for the last 30 mn
23-04-200511:33:02  frcls5208 Evertl og. Security CRITICAL [ 4 nevy events for the last 30 mnl
27-04-200516:21:28  frocleS208 Eventlog.System 4| O no new events for the last 30 mn
27-04-200516:20:068  frolsS205 EventLog. Application Ok i 0K no new events for the last 30 mn
27-04-2005 153137 frols5208 Eventl on.System Ul 1 1 new everts for the last 30 mnl
27-04-2005 154302 froleS208 Eventl oy Application U4 1 2 new evernts for the last 30 mnl
27-04-200514:45:38  frolsS205 Eventlog. Security 0K Al 0K no new events for the last 30 mn

Figure 53. Alert History screen - example
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Notifications

This screen displays notifications that have been sent to various contacts, according to
the selected context. When this screen is called from a Root node, it reports all
notifications for all the resources declared in the NovaScale Master application, as

displayed below.

Archives

Matching Notifications
Host

Time

28-04-2003 13:0237

28-04-200513:0216

28-04-200515:00:28  hlade2

Log File Havigation [dutififation |.-’-'«II ritifications ;I
Sun Apr 24 00:00:00 ROT 2005 E¥EL
1o Earliest Entries
Frezent.. First: r Apply |
Service Type Contact Commani Information
2 newy
frols1704  Eventlog.Application SIS marager  notify-by-smail m—gtfgg
tmint
CRU
LHtilization:
frolsB260 SystemlosdCPU RSGMON manager  notify-by-email oo Ejﬁmg
8% (15mn)
CRITICAL
PIMG
HOST : 4 CRITICAL -
Folr, D,:',.:.,-,.I.r_J manager  host-notify -ty -email S e
100%
(dizsplayed notifications: 2 )

Figure 54. Notifications screen - example

The screen is divided into two parts:

The top part of the screen allows you to modify the notifications reported, according

to a set of criteria:

Log File

Notification Level

Earliest Entries First

By default, only the notifications recorded in the
current log are displayed.

To see older notifications, you can select an
archived log.

Allows you to select the type of Notifications
displayed (Service notifications, Host notifications
Host Dow, Service Critical,...).

By default, all notifications are displayed.

Allows you to select the order of notifications
displayed.

By default, the most recent notifications are
displayed first.

The bottom part of the screen contains matching notification information according to
the context and the criteria set in the top part of the screen.

Notifications and information about these notifications (Time, Type, Notified
Contacts, ...) are displayed according to the criteria previously set. Type information
reflects the severity of the notification.
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Avaibility

This screen reports on the availability of hosts and services over a user-specified period
of time. When called from a root node, it will report the avaibility summary for each host
declared in the NovaScale Master application. When called from a Host context, the
report will be more detailed as displayed below.

Report Period: | Thiz Maonth __vJ Apply |

From 01-04-2005 00:00:00 to 256-04-2005 15:04:10 (curation: 27d 15h 4m 10=)

Host State Breakdowns

‘ 1 TimeUp % Time Down I3 Time Unreachable I3 Time Undetermined
TI3E1% 0.00% 0.03%

Services State Breakdowns

S I Time % Time I Time % Time % Time

OK YWarning Unknown Critical Undetermined
Harcvware Hesalth 99.92% 0.00% 0.00% 0.04%
PING T3.78% 0.00% 0.04%
Event Host Log Entries Wiew full log entries
Start Time End Time Duration Type Information

30-03-200517:10:08  01-04-2003 09:21:458 1d16h 11m40s | HOSTUR (Host assumed to be um
01-04-2005 09:25:28  01-04-2003 09:23:25 0c Oh Om Os HOST LU (Host azsumed to be up)
01-04-2005 09:25:28  01-04-2005 15:00:05 0Ocl Sh 34m 37= HIST LIF | (Host assumed to be up)
01-04-2005 18:06:03  01-04-2003 15:06:03 0d Oh Om O= HOET LR (Host assumed to bhe up)
01-04-2005 18:06:03  01-04-2003 20:11:39  0d Zh Sm 56s HOSTUP | (Host assumed to be up)

01-04-2005 20:11:59  01-04-2005 20:11:53  0d OR Om 03 ﬁgﬁm”m'- - Packet loss =

Figure 55. Availability screen - example
The screen is divided into two parts:

- The top part allows you to choose the period over which the report is built (Report
Period selection box). The default period is the last 24 hours.

- The bottom part displays reporting information, according to the context and the
report period.
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The following information is reported:

Host State Breakdowns Represents the percent of time spent by the host or service in
each of its possible states.
or
Service State Breakdowns Note:

Time Unknown is reported when the monitoring
server cannot obtain information about the
service (because, for instance, the host is down,
or the monitoring agent is not running on the
target).

Time Undetermined is reported when no
information was collected, mainly because the
monitoring server was not running.

Services State Breakdowns This information is available if the report is asked for a host.
Availability report for all the services of the host.

Host Log Entries or Service List of all the Nagios events logged for the host or service
Log Entries during the chosen period.

Status Trends

This screen displays a graph of host or service states over an arbitrary period of time, as
displayed below.

Report Period; ILast 24 Hourg ;I Apply |

From 27-04-2005 151357 to 28-04-2005 151357 (durstion: 1d Oh Om 0s)

Chronology

Urknown

Critical
: Ll B
Indeterminate o = = D
o o o o o o
f=1 o =3 L= L=
o [N (a8} o [a¥)
r~ Lor ] o L= -~ r~
e ] o L= = s
" ) oo = = ol
- - o LAr I e ) -
w = il =< WD uw
— — E=13 S D —
- - oo oo o
(] (3] [ L3 I A ) eV )
i = i | ot L
=9 = =9 == =9
<T <C < <L T T
= = = = = =
L} u = o . o
= = = [ -
Awvailability

% Time OK % Time YWarning % Time Unknown % Time Critical I Time Indeterminate

0.00% 0.00%

Figure 56. Status Trends on a Service
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The screen is divided into two parts:

- The top part allows you to select the period for which the report is built (Report
Period selection box). The default period is the last 24 hours.

- The bottom part displays information, according to the context and the selected
report period.

The following information is reported:

Chronology Represents the evolution of the host or service status over the
selected time period.

Availability Represents the percent of time spent in each state for the host or
service.

Table Status trends information
Indicator Trends

The Indicator Trend screen lists the available indicator reports defined for a given
resource, as displayed below.

Informations about how to vizualize reports associated with these indicators are detailed
in the Chapter Reports, on page 4-7.

Tao display a report, click on an indicatar report.

Indicator reports

Indicator report Collect mode Source
cpulosd MEM_monitaring Systemblozd CPU
inoctets MM A261.21.224104
outoctets F=aliiTa] A2361.212241641

ydpincount E=a ] A361.21471.0
uelpoutoount =gl Ta] A3E61.21.740

Figure 57. Indicator Trends on a Host
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Hardware Information

These screens are available for Host or Service supervision. Information levels vary to
OS and host type.

Inventory Information

This information is OS-dependent and is only available for hosts with Windows or Linux
Operating Systems.

For Windows hosts, this screen displays the following information:
e Computer Information

e Processors Information

e Physical Memory Information

e Cache Memory Information

¢ Non-Storage Devices Information

Computer Information

Hame : FRCLSS208
Domain : WORKGROUP
Model : Express3500TME00
Manufacturer : MEC

Physical Memory : 1023 Mibyvtes

Processors Information
Id Hame Clock Speed Address Width Status

CPUD  Intel(R) Pentium(R) 4 CPU 2 40GHz 2411 MHz 32 hits CPU Enabled

Physical Memory Information

Installed Banks in Memory Array 1: max capacity 2.0 Ghytes

Bank Ho Bank Label Inztalled Size Memory Form Memory Type
1 Bank0M 1.0 Ghytes Dbt Unknowwn
a 2 : = &

Cache Memory Information

[1] Level Azzociativity Cache Speed Installed Size Max Cache Size
Cache Memory O 3 Unknowen - 20 Khytes 20 Khytes

Figure 58. Windows Inventory information - example
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For Linux hosts, this screen displays the following information:

e Hardware Information

e Memory Usage

Hardware Information

Processor(s):
Model :
Chip MHz :

Cache :

PCl Devices :

Internal PCI Devices :

IDE Devices :

SC51 Devices :

Memory Usage

Type
Physical Memary
Swap

1
Peritium |l (Coppermine]
800.0 Mhz

236 KB

PCl device 1166

PCl device 1166

PCl device 1002

Pl device S0S6

PCl device 102k

PCl device 1166

PCl device 1166

PCl device 9005

PCl device 9003

hda : CRD-G4548 (0.00 KE)

MEC GEM31 2R2-GTCME (Processor)
SEAGATE ST3917WC (Direct-&Access)
SEAGATE ST38204LC (Direct-Access)
SEAGATE ST39204LC (Direct-Access)

Percent Used Free Used Size
95% E.24 MB 497 39 MB 503.64 MB
0% 546,62 MB 247 mMB 549.09 MB

Storage Information

Figure 59. Linux Inventory information - example

This information is OS-dependent and is only available for hosts with Windows or Linux

Operating Systems.

1D

FlopgyDrive

COROMDrive

DizkDrive 0

Storage Devices Information

Model Interface Type Status Capacity
Floppy dizk drive - K =
SAMSUNG DD-ROM SD-B16T - o3 R
ST3400164 IDE OH, 373 Ghytes

FRU Information

Figure 60. Windows Storage information - example

This information is only available for Express 5800 and NovaScale 4000, 5000 or 6000

series hosts.

For details about the information displayed, refer to Chapter 4.1
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Sensor Information

This information is only available for Express 5800 and NovaScale 4000 series hosts.

For details about the information displayed, refer to Chapter 4.1

SEL Information

This information is only available for Express 5800 and NovaScale 4000, 5000 or 6000

series hosts.

For details about the information displayed, refer to Chapter 4.1

Software Information

These screens are available for Host or Service supervision. Information levels vary

according to OS and host type.

Windows Information

The Windows System screen displays the following information:

- OS Version Information

- OS Computer Information

- OS Installation Information

0S Version Information

05 Hame :
Version :

Service Pack :
Language :

Serial Humber :
Registered User :

Organization :

0S Computer Information
Computer Hame :
Status :
Last BootUp Time :
Humber Of Processes :

Humber Of Users :

08 Installation Information
Install Date :
System Device :
System Directory :

Boot Device :

Microsoft{R) Windows(R) Server 2003, Enterprize Edition

5.2.3790

English (United States)
BO7T13-357-4219131-42520
MEhaster RED

Bull 5.4

FRCLSS5Z08

oK

200370414 154351
a7

4

2005/01 M1 02:01:30
‘DeviceHarddiskYalumel
CUAMDOWY Sz y stem32

‘DeviceHarddiskYalumel

Figure 61. Windows System screen - example
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The Windows Process screen displays running processes:

Processes Information
Hame PID Executable Path Creation Date  Priority CPU Time Virtual Memory Used Threads
Siston dle 0 - - 0 3052506 Okb 1
System 4 - 2 8 02613 Kk 65
smssexe 432 - LoadiLy 1 onODDZ 184Kk 4
corsere 480 CAMNDOWS ey stem32icsrss exe oAl 13 DIA538 1840Kk 15
winlogonexe 504 WMDY Sy stem32iinionon. exe Lol 13 00304 T044Ke 17
servicesexe 548 CUAMNDOWS ey stem3Ziservices exe 21”2:54%:“1”54 3 00:2311 7484 Kh 21
lsass exe 560 CAMNDOSisystem32isass exe Aol g 0:56:41 G016 Kk 36
svchostexe 736 CIANDOWS sy stemaZisvehiost sxe 2102;54%?{11‘134 8 00:0%26 1152 Kh 1
svchostexe 705 CAMMDCVWEE stem32ievchost exe Loaal 8 D004 2252 Kk 2
schostexe 948 CAMMDCWS ey stem32tsvchost exe Abanafis 8 DO0126 3544 Ka 1
e

Figure 62. Windows Process screen - example
The Windows Users screen displays users information:

Users Information

Hame Domain Description Status

Addmminiztrator FRCLZ5208 Buitt-in account for administering the computeridomsin Ol

Guest FRCLZS5208 Built-in account for guest access to the computetidomain Degraded
IUSR_FRCLSS208  FRCLSS208 Buit-in account for anonymous access to Internet Information Services Ok
WAM_FRCLSS208 FROLSS208 Buitt-in account for Internet Infaoprg]it;ntggsrvices to start out of process ok
nsmaster FRCLSS208 nsmaster Ok

SUPPORT_3585945a0 FRCLES205 Thiz iz & vendor's account for the Help and Support Service Degraded
_ wmwware_user_ FRCLE5208 Whlwware User Ol

Figure 63. Windows Users screen - example
The Windows Products screen displays installed products:

Products Information

Hame VYendor Version Install Date
Adobe Reader ¥.0 Adobe Systems Incorporated 7.0o 20055014 4 00:00;00
Java 2 Runtime Environment, SE w1 .4.2_03 Sun Microsystems, Inc. 142 03 200401 2520 00:00:00

Figure 64. Windows Products screen - example

V=

Note: On servers running Windows Operating System, only products installed using a
.MSi file are displayed.
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The Windows Logical Disks screen displays information about logical disks:

Drive Description
A 2112 Inch Flopgpy Crive
Local Fixed Disk
CO-ROM Disc
Metwoork Connection

Metwork Connection

Il aoe ) hBsE [ by

Metwork Connection

Logical Disks Information

Yolume Hame Provider Hame Capacity

- 19.5 Ghytes

livraizon Wirclz2681 Yivraizon 9.4 Ghytes
PamLife . 89 GB  Wamweb\Zecurity 5.9 Ghytes
Factary YWhortalixWactory 7.0 Ghytes

Used Space Free Space

67 %
g3 %
F3 %
45 %

6.5 Ghytes
1.2 Ghytes
2.8 Ghvtes
9.2 Ghytes

Figure 65. Windows Logical Disks screen - example
The Windows Services screen displays services information:

Services Information

Display Hame State  Has Been Started 7 Start Mode Executable Path Action if Startup Failure
Slerter Stopped FALSE Disabled CURLE R Dyt e st Sxe s Marmal
égf;'\?f;'s?g'j\}fgg Stopped FALSE Marusl CIMINDOWS Sy stem32ialg exe Marmal
MAa?ﬂpalgaa:;Depd Stopped FaLSE Manual CHAMMDOWSsystem32isvehost exe -k netsves Mormal
Windows Audio | Stopped FaLSE Dizabled CHAMMDOWSYSy stem32evehost exe -k netsves Mormal
Brackoround
Intelligert Running TRLE Maruzl CHMNDOWS sy stem3isvchost exe -k netsves Marmal
Transfer Service
%Drronﬁg;r Funning TRUE Auta CHAMMDOWS s ystem32isvchost exe -k netsves Mormal
Indexing Service | Stopped FaLSE Dizabled CHMNDOWS sy stem32icisve exe tormal
ClipBook Stopped FALSE Dizabled CMMNDOW Sy stem32clipsry exe Marmal
Cappicaion |Stoewes | FALSE Merus  (GaDABGF1 FDbe-1 101-3600-D0B0SF C75255) Norml
Cryptographic | eunning TRUE sutn CUMNDOWS system32isvehost exe -k nelsves Normal

Account

NT AUTHORITY W ocalService

NT AUTHORITY W ocalService

LocalSystem

LocalSystem

LocalSystem

LocalSystem

LocalSystem

LocalSystem

LocalSystem

LocalSystem

Figure 66. Windows Services screen - example
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Linux Information

3-40

The Linux Systemscreen displays the following information:

- System Information

- Network Information

- Memory Usage Information

- Mounted Filesystems Information

System
HostHame :
05:
Uptime :

Load Average :

Network

Interface
Io
eth0
3itd

Memory Usage

Type
Phy=ical Memory
Swvap

Partition
fdevisdal (extd)
fdevizda? (ext3)
none [proc)
none (Fysts)
none (tmpfs)

none (devpts)

Mounted Filesystems

frolsB260 (129182633 )

Linuex 2.6.9-1 B45_EL

50 days, 2 hours, ¥ minutes

108 ¢1 min), 0.91 (5 min}, 0.85 (15 min)

2001 B
2489 B
0.00 KB

Percent Used
99%
0%

Mount Point
oot
!
Jproc
tays
felew fzhim

Idevipts

TX
201 =B
1.66 B
0.00 kB

Free
367 MB
24662 MB

Percent Used
9%
30%

0%

Err/Drop
i}
1009
0
Used Size
489 96 MB 203.64 MB
247 MB 343.09 MB
Free Used Size
55,25 MB 537 MB 95,72 MB
514 GH 216GH TEAGA
0.00 KB 0.00 KB 0.00KB
0.00 KB 0.00 kKB .00 kKB
251.82 MB 0.00 KB 25182 MB
0.0 KB 0.00 KB 0.00 KB
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The Linux Process screen displays processes sorted by PID, User, Memory Usage or

CPU Usage.

The following example shows processes sorted by Memory Usage. You can select the
required sort option by clicking the corresponding link.

Display: FI

Process 10
15711
27654
27687
27659
27ETE
28473
27659
27692
27667
2VE6ES
27830
27685
27664
27637
10916
27632
10917
27635

Owner
roat
roat
riot
root
roat
rioat
root
roat
roat
roat
root
roat
roat
root
roat
rioat
roat
root

Size
SESES kB
43936 kB
416356 kB
F5116 KB
3216 KB
32076 kB
30924 kB
30340 kB
29664 kB
28736 kB
27932 kB
27520 kB
27360 kB
27285 kB
27096 kB
26454 kB
25604 KB
25100 kB

User Memory CPU Search

Command

Real memory: 515724 kBictal / 202321 kB free Swap space: 562264 kB total f 537326 kB free

Jusr i TREMAING (0 -audit O -auth Aarigdms 0 Xauth -nalist
Muzrhinfartsd -F 10 -5 4096 -5 60 - artsmessage -c drkondi ...

egocups —-sm-config-prefiz fegucups-SgShey! --sm-client-id 1 ...

keleinit:
keleinit:
keleinit:

knotify
kicker

konsale

Juzrbinfython jusrbindrhn-applet-gui -—-sm-config-prefix § ...
konsole -session 10109a395a2000111 233511 00000015947 .

kecleinit:
kcleinit:
kcleinit:
kdeinit:
kecleinit:
kcleinit:
keleinit;

kdezktop

kwwin -session 101 092a395520001 1081 231 59000000:32652000 ..
kio_file file Ampiksocket-roctklauncherWwcga sla .

khotkeys
ksmserver

klauncher

Musrbinkdeskiop_lock

keleinit:

Running...

Musrbinkbanner kss -root

kdeinit:

doopserver --nosid

Figure 68. Linux Process screen - example
The Linux Users screen displays user information:

Local Users

Username
adm
apache
hin
daemon
dbus
fp
games
gam
gopher
haldaemon
halt
If2
mail
mailrull
nietdump
newws

nfznobody

User ID

3

45

1

2

&1

14

12

42

13

i3]

7

4

g

47

34

9
55534

Real name Home directory

aclm Mearfadm

Apache -1 ST

kin hin

caemon Izhin

System message bus !

FTF Uszer Meariftp

games ustigames
Mearfgdm

gopher Mearigopher

HAL daemon !

haft I=hin

Ip Marfzpoalipd

mail Mearfspoolimail
Marfzpoolimiueus

Metwork Crash Dump user Mearicrash

newys letcinews

Anonymous NFS Lser Marfibints

Shell
Ishinimologin
Izhinmologin
Izhinimologin
fzhinfmolagin
I=zhinfnolagin
I=zhinfnolagin
f=hinimologin
Izhinimologin
fzhinfnolagin
Izhinfmolagin
I=hinhalt
f=hinimologin
Ishinimologin
Izhinimologin
hinbash

Ishinimologin
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The Linux RPM Products screen allows you to display installed packages by using a
search tool or by browsing the package tree.

Installed Packages

| Search For Package: I ISNMF' Package Tree

Figure 70. Linux RMP Products search screen - example
For example, if you enter SNMP in the search field and then click Search For Package,
the following display appears:

Packages matching sme

|Package |Cla$ |Descriptinn

net-snmp 5.1.2- [System A collection of SNMP protocol toals and
11 Environment/Daemons |Ii|:|raries.

;?ﬂm Development/Libraries The MET-SMMP runtime libraries.
net-snmp-utils o e Metwork management utilities using
51.2-11 Ap ¥ SNMP, fram the NET-SNMP project.
4ph3g-gsgmg Development/Languages A module for PHP applications that

an query sMMP-managed devices.

Return to module inde:x

Figure 71. Linux RPM Products - example

The Linux System Logs screen displays available logs and allows you to view them.

Log destination Active? Messages selected

File sdewv/console Mo kern *

File fvar/flog/messages Yes *info; mail.none ; authgriv .nong ; cron.none =3
File fvarflogisecure Yes authpriv * Wiewn
File fvarflog/maillag Yes mail.* Wiene
File fvar/logi/cron es cron.® Wiewny
Al users Yes * emery

Filz fvar/logfspooler Yes ULICR newy s Crit Wiewny
File frarflogsibaoot . log Yes localy * Wiewn

Figure 72. Linux System Logs screen - example
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Chapter 4. Using NovaScale Master Console
Applications

NovaScale Master Hardware Management Application

The NovaScale Master Remote Hardware Management Application provides the
same look and feel for hardware operations independently of the target machine type.

This application manages Power Control, and displays FRUs, Sensors and System
Event Logs for Express 5800 and NovaScale 4000, 5000 or 6000 series servers.

There are two ways to start the application:
e Launch the Hardware Management Application from the application bar

e Activate the Hardware -> Remote Control item in the Console Management Tree

host menu.
_ MovaScale Master
|Bull & 1?| Remote Hardware Management @He'p

Host selection
Pane

Host Selection

Display Pane

Host properties
Current Selected

Host

Power Control

Hardware Information

Action Pane

Figure 73. Remote Hardware Management screen
NovaScale Master Remote Hardware Management comprises three functional parts:

Host Selection Pane & Current Selected Host Pane Allows you to select the
current host from all the Express 5800 and NovaScale 4000,
5000 or 6000 servers declared in the NovaScale Master
configuration and displays it.

Action Pane Displays the hardware operations that can be executed.

Display Pane Displays parameter forms, messages and command results.
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Host Selection

Hardware commands only apply to the selected host. The selected host name is
displayed in the Current Selected Host Pane.

The application is launched contextually from the Current Selected Host in the Console
Management Tree.

You can select another host from the list of available hosts in the Host Selection Pane.

When a host is selected, the application reads NovaScale Master configuration files to
get host properties.

Host Properties

4-2

You can display selected host properties by clicking View:

l HOST: nsmaster

Information
System
Host Mame nzmaster
Host Model Express SE00
Metweork Mame  nemaster
Operating :
System sindony s
RMC

Metwork Mame  nsmaster-rmc
RMC Authentication

Pazsword hhkadaad

Figure 74. NovaScale 5000 Server host properties - example
Host properties differ according to host type, as shown in the following tables:

Name Name of the current selected host to which commands are applied.
Model Host model.
Network Name Current selected host local network name or IP address.

Operating System | Operating system type (Windows, Linux or any).

User SMU authentication user. This user must be configured using ISM (Intel
System Management) and is specific to the managed host.

Therefore, this field is different from the User field required as
Authentication for Monitoring when declaring an ISM Manager in
NovaScale Master Configuration.

Password SMU authentication password.

Table 16. NovaScale 4000 Server host properties
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Name Name of the current selected host to which commands are applied.
Model Host model.
Domain Current selected host domain name.

Operating System  Operating system type (Windows, Linux or any)

Platform Platform name.

Manager Name PAM Manager name.

Manager Network Local network name or IP address of the PAP server managing the current
Name selected host.

User PAM authentication user (valid PAP server user).

Password PAM authentication password.

Table 17. NovaScale 5000 or 6000 Server host properties

Name Name of the current selected host to which commands are applied..
Model Host model.
Network Name Current selected host local network name or IP address.

Operating System  Operating system type (Windows, Linux or any).

RMC Netname RMC network name.

RMC password RMC password.

Table 18. Express 5800 Server host properties

V=

Note:
These values always correspond with those found in the NovaScale Master
Configuration.

Commands

=

Note:
All commands are applicable to the Current Selected Host.

Prerequisites

NovaScale 4000 Servers

An SMU (System Maintenance Ultility) user must be declared for the managed host via
the ISM (Intel Server Management) software delivered with NovaScale 4000 servers.
Uuser authentication must be declared in the NovaScale Master Configuration.

NovaScale 5000 and 6000 Servers

NovaScale Master Hardware commands are sent to the PAP server for execution. The
only prerequisite is that the targeted host is managed by an operational PAP unit
accessible from the NovaScale Master server.

Express5800 Servers

The BMC (Baseboard Management Controller) on the managed host must be configured
for remote-control over LAN. This is done using the MWA (Management Workstation
Application) or DOS configuration tool available on the NEC EXPRESSBUILDER CD-
ROM delivered with EXPRESS5800 Series servers.
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Command Outputs

4-4

A message indicating command failure or acceptance is displayed.

Power Control

As Power Control operations (except Power Status) are executed asynchronously, the
output only indicates if the command is accepted and started. It does not indicate whether
the command has been executed or not.

il HOST: nsmaster

Power Status

O nsmaster : Povwered OH

Figure 75. Power Status output - example

Note: In order for the “power off” command to be taken into account on a remote host
running Windows 2000 / 2003 server, the “Shutdown: Allow system to be shut down
without having to log on” security option must be enabled on the remote host.

You can configure this security setting by opening the appropriate policy and
expanding the console tree as such:

(=
1.
2.
3.
4.
User’'s Guide

Click Start, and then click Run.
In the Open box, type gpedit.msc, and then click OK

In the Group Policy window, expand Computer Configuration\Windows
Settings\Security Settings\Local Policies\Security Options\

Set the shutdown security option to “enabled”



FRU
Click FRU to display the FRUs (Field Replacement Unit).

Ll HOST: nsmaster

FRUs

FRU Description
[ Buittin FRU device
[+ RMC FRU Device I0: 1
[ Puvr DztBd FRU Device IO 2
2 DIMM 21 SPD Device I 4
& DIMI B1 SPD Device IDx 5
2 DIM 22 SPD Device ID: 6
& DIM B2 SPD Device 1D 7
[+ DIMM 23 SPD Device ID: 8
[ DIMM B3 SPD Device IO 9
& DI 24 SPD Device ID; 10
2 DIMM B4 SPD Device I 171

Figure 76. FRU output - example

SENSOR
Click Sensor to display sensors.

=

Note:
This option is not available for NovaScale 5000 and 6000 series servers.

i HOST: nsmaster
Sensors
Twpe 1D Status

[# Woltaoe Proceszar 1 Vocop (=107 ok
# Woltage Processar 2 “oop (0x11) =

# voltage Bazeboard 3.3% (0x12) ok
# Woltane Baseboard 3.3%SB (0x13) ak
[# Woltane Baseboard 5% (0x14) ok
[+ Woltane Baszehoard 5SHB (0x15) ak
# Woltage Bazeboard 12% (0x16) ok
F woltage Bazehoard ¥BAT (0:x17) ok
[+ voltage SCELA Yret 1 (0x18) ok

[+ Woltane SCEL A Wret 2 (019 ak

[# Woltane SCELA Vet 3(0x1a) ok

# Woltage SCSIB Wref 1 (0x1h) ok
[+ Woltage SCEIB Mref 2 (0x1c) ok
# oltage SCEIB Wret 3 (0x1d) ok

[# Temperature Baszeboard Templ (0x30) ok
[# Temperature Processar 1 Temp (0x32) ak
Figure 77. SENSOR output - example
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SEL/PAM History
Click SEL (Express 5800 and Nova Scale 4000 Series) or PAM History (Nova Scale
5000 and 6000 Series) to display the 20 most recent records of the System Event Log.

You can view records according to rank, to naviagate to next or previous records and to
view the oldest records.

&

Note:
The Refresh button is only enabled when the most recent records are displayed.

[l HOST: nsmaster

Rank Mumber i _IEI_IEJ ﬂ! _ﬁi 2] Bottom I Refresh

System Event Loy Records fram 00071 to 00052 (the most recent records)

Rank Record ID Time Sensor Type Hum Description

00071 0x2994 0452202005 11:00:21  Physical Zecurity (Chaszsis Intrusion)  0x05 General Chassis intrusion
00070 0x2930 0452202005 10:42:07  Physical Security (Chaszsis Intrusion)  0x05 General Chassis intrusion
00069 0x296c 04192005 05:19:34  Physical Zecurity (Chaszsis Intrusion)  0x05 General Chassis intrusion
00065 0x2955 04152005 0215058  Physical Zecurity (Chaszsis Intrusion)  0x05 General Chassis intrusion

00067 0x2944 041572005 11:453:34  Unknowen (0xth) 0x5f  Unknown

00066 0x2930 041572005 11:4216  Physical Security (Chaszsis Intrusion)  0x05 General Chassis intrusion
0005 0x291c 04152005 110703 System Boot/Restar Inttisted Oxal Initisted by power up
00064 0x2905 041572005 11:06:00  System Event 0x37 OEM System boot event
00063 0x2814 041572005 11:00:34  System Boot/Restar Intisted Oxal Initisted by power up
00062 0x25e0 041572005 10:59:45  System Event 0x57 OEM System boot event
00061 Ox28cc 0411552005 09:58:15  System BootRestart Intisted Oxal Intisted by power up
00060 O0x28khG 0411552005 09:56:36  System Evert 0x87 OEM System boot event
00058 O0x25ad 0411552005 03:54:06  System BootRestart Intisted Oxal Intisted by power up
00058 0x23390 0411552005 035243 System Evert 0x87 OEM System boot evert
00057 0x287c 0411552005 035243 System ACPI Power State 0x86 SOAG0: working

00056 0x2365 0411552005 03:52:42  Button 0x85 Power Button pressed

00055 0x2854 0411552005 03:52:31  Physical Security (Chassis Intrusion]  0x05 General Chassis intrusion

Figure 78. SEL output - example

fl HOST: pf4B-103

Rank Mumber | m ﬂ! ﬁ! 2! Bnllnml Refresh I

PAM history (PAM) Records from 2 te 1 cthe most recent records)

SV Rank Record ID Time Target Description

@ 5 SESEAOE 050105 220002 Pap Zﬁ;falorrrnal error. Please contact the customer

)1 262E2E00 0SMMM052200:02 HISTORY PAMHISTORY gf‘ru“_aum HistabEC R d b Ee b ez
Figure 79. PAM History output - example
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Repo rts
You can visualize the reports associated with these indicators, as follows:

1. Launch the NovaScale Master Console and click Reports button to display
available reports.

2. Click the required report.

NovaScale Master 4.0.4 - Report - 129.182 6198 - Microsoft Internet Explorer

To display a report, click on an indicator report.

Indicator reports

Host Name
bul-ion! _suse testion susecpu
ESMRrOserym testesmprorn-cpu

275fi-chaty4-snmp
papcharlyd test?-chatlyd-snmp
testhrowse-papchatly.

papcharly T testohaty T
tiger2_as3 cpuindic

el .
Figure 80. Indicator Reports

Each report comprises four graphs:

e Daily

o Weekly
e Monthly
e Yearly

Using NovaScale Master Console Applications 4-7



ifinOctets on frcls2703

The statistics were last updated Friday, 15 October 2004 at 11:58

‘Daily' Graph (5 Minute Average)
_ Oct 15 2004 11:58

56.0 K

42.0 k

26.0 k

octet/zsec

14.0 k

ol

4 6 & 10 12 14 16 18 20 22 0 2 4 a6 @& 10

0.0 k

Max 537k Average 15980 Current 10040

"Weekly' Graph (30 Minute Average)

17.4 K Oct 15 20h0d 151:53
o 9.3 k
i
=
2 6.2 k
B
=] 3.1k
0.0 k : : :
Thu Fri Sat Sun Mon Tue Wed Thu

Max 121k Avwerage 15870 Current 11820

Figure 81. Daily and Weekly Report Graphs - example

Other Applications

You can launch external applications by clicking the required icon in the Other Tools Pane. Use the
arrows to scroll through the list of applications. As Administrator, you can add external applications.

Please refer to the Administrator’'s Guide for details.

&

Note:
The Bull icon gives you direct access to the Bull Web Site.

Other
e

Figure 82. Other applications

4-8 User’'s Guide



Chapter 5. Categories and Services Reference List

V=

This chapter describes the categories and default services for monitoring Linux or
Windows systems.

As Administrator, you can change, remove or add categories and services to the
configuration. Please refer to the Administrator's Guide for details.

A PING monitoring service allows you to monitor the presence of a targeted Host. This
service is not represented by a service node in the Management tree but is represented

in the Applications Pane (Monitoring Status Details).

Monitoring Hosts

The following categories and services can be used to monitor items independent from OS
(network access and protocols for instance). By default they appear under any declared
host.

Internet Category

HTTP

This category contains all the services for monitoring IP port (TCP, UDP, HTTP, FTP, ...).

The Internet.HTTP service monitors the HTTP access of the hosts on port 80 (by default)
on the '/ URL (i.e. http://host:80/). The timeout value is 10 seconds.

Status is set to WARNING state for HTTP errors: 400, 401, 402, 403 or 404 such as
'unauthorized access'.

Status is set to CRITICAL state if the response time exceeds 10 seconds or for HTTP
errors 500, 501, 502 or 503, or if the connection with the server is impossible.

HTTP_NSMaster

The Internet.HTTP_NSMaster service monitors the presence and status of the NS
Master URL.

FTP

TCP_n

UDP_n

The Internet.FTP service checks the accessibility of FTP on its standard port (21).

Status is set to WARNING state if the connection is successful, but incorrect
response messages are issued from the host.

Status is set to CRITICAL state if the response time exceeds 10 seconds or if the
connection with the server is impossible.

The Internet. TCP_n service monitors a TCP port access of the hosts.

Status is set to CRITICAL state if the connection with the server is impossible.

The Internet.UDP_n service monitors a UDP port access of the hosts.

Status is set to CRITICAL state if the connection with the server is impossible.
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Reporting Category

This category contains all the services for monitoring reporting indicators associated to a
threshold.

Perf_indic
The reporting.Perf_indic service monitors defined reporting indicators.

Please refer to the Administrator’'s Guide for details.

Monitoring Linux Systems

The following categories and services can be used to monitor Linux systems. By default
they appear under any host, declared as a Linux system.

FileSystems Category
This category contains all the services for monitoring file systems.
All Service

The FileSystems.All service monitors the percentage of used space for each mounted
filesystem, except CD-ROM and floppy disks.

e Status is set to WARNING if there is at least one filesystem with more than 80% used
space.

e Status is set to CRITICAL if there is at least one filesystem with more than 90% used
space.

Status Information

If status is set to WARNING or CRITICAL, Status Information lists the filesystems
concerned.

Examples:

DISKS OK: all disks less than 80% utilized

DISKS WARNING: /home more than 80% utilized

DISK CRITICAL: (/) more than 90% utilized - DISKS WARNING: ( /usr /var ) more than
80% utilized

Correcting Status
e From the Applications Pane, click System (Detailed Information box) to get
information about host filesystem size.

e From the Tree Pane, display the host pop-up menu and select:
Remote Operation -> Actions -> FileSystems.
You now have access to the host and you can investigate and correct the problem.
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LinuxServices Category
This category contains all the services for checking the presence of a Linux daemon.
Syslogd Service

The Syslogd service checks that there is one and only one syslogd process running on
the system.

&

Note:
Syslogd is a system utility daemon that provides support for system logging.

e Status is set to WARNING if the number of syslogd processes is different from 1.

e Status is only set to CRITICAL when a processing error occurs.

Status Information
Gives the number of processes running with the syslogd name.

Examples:
OK — 1 processes running with command name syslogd

Correcting Status
e From the Applications Pane, click Processes (Detailed Information box) to get the
list of processes currently running on the system.

e From the Tree Pane, display the host pop-up menu and select:
Remote Operation -> Actions -> Processes or Remote Operation -> Telnet.
You now have access to the host and you can investigate and correct the problem.

Syslog Category
This category contains all the services for monitoring the content of the syslog files.
AuthentFailures Service

The AuthentFailures service monitors the /var/log/messages file for the detection of
authentication failure messages. It searches for the lines containing:

authentication failure or FAILED LOGIN or Permission denied,

but not containing login.*authentication failure (because such a line traps the same error
than a FAILED LOGIN line, already detected).

V=

Note:
Only new lines (if any) are checked each time. If the file has been truncated or rotated
since the last check, the search is started from the beginning.

e Status is set to WARNING if there is at least one new matching line since the last
check.

e Status is only set to CRITICAL when a processing error occurs.

Important:

WARNING status can be very fugitive in the Console.

When a new matching line appears in the log file, status is only set to WARNING during
the interval between the check that detects the error and the next check (if no new error
appears). You are therefore advised to activate the notification mechanism for this
service, and to regularly consult service history.

&

Note:
The notify_recovery field is set to 0 because it is not applicable to this service.
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Status Information
If status is set to WARNING, Status Information gives the number of lines and the last
line matching the searched patterns.

Examples:
OK - No matches found

(3): Nov 26 15:31:32 horus login[4786]: FAILED LOGIN 3 FROM isis FOR admin,
Authentication failure

&

Note:
(3): indicates that 3 matching lines were found; the text that follows (Nov 26 15:31:32
horus...) is the last matching line detected.

Correcting Status

e From the Applications Pane, click System Logs (Detailed Information box) to
access the content of the syslog files for the system. Then click View for
Ivar/log/messages to consult log file details.

e From the Tree Pane, display the host pop-up menu and select:
Remote Operation -> Actions or Telnet.
You have now access to the host and you can investigate and correct the problem.

SystemLoad Category
This category contains all the services for monitoring system load.
CPU Service

The CPU service monitors total CPU load over three periods of time:

e 1min
e 5min
e 15min

CPU load is computed using the load average given by the w command, or in the
/proc/loadavg file. Load average is the average number of processes in the system run
queue, that is, the number of processes able to run:

(load average / number of CPUs) * 100.

Therefore, CPU load should be equal to 100% when the average of running processes
per CPU is 1 (all CPUs are busy).

e Status is set to WARNING if the average CPU load is higher than:
- 80% over the last 1 minute
- 70% over the last 5 minutes
- 60% over the last 15 minutes.

e Status is set to CRITICAL if the average CPU load is higher than:
- 90% over the last 1 minute
- 80% over the last 5 minutes
- 70% over the last 15 minutes.

Status Information

Displays the percentage of average CPU load for respectively the last 1 minute, the last 5
minutes and the last 15 minutes.

5-4 User’'s Guide



Examples:

CPU Utilization: 0% (1mn), 1% (5mn), 0% (15mn)

CPU Utilization: 86% (1mn), 51% (5mn), 33% (15mn) WARNING
Correcting Status

e From the Applications Pane, click Processes (Detailed Information box) to get
process CPU consumption.

e From the Tree Pane, display the host pop-up menu and select:
Remote Operation -> Actions -> Processes
You have now access to the host and you can investigate and correct the problem.

Memory Service

The Memory service monitors the percentage of used memory (physical + swap) for the
system.

e Status is set to WARNING if used memory is higher than 70%.

e Status is set to CRITICAL if used memory is higher than 90%.

Status Information

Displays the total (physical + swap) memory size in Mbytes, the total used memory in

Mbytes and percent, the total free memory in Mbytes and the physical memory size in
Mbytes.

Examples:

Status: OK - (total: 2996Mb) (used: 863Mb, 29%) (free: 2132Mb) (physical: 1004Mb)

Status: WARNING - (total: 1097Mb) (used: 878Mb, 80%) (free: 219Mb) (physical: 501Mb)

Correcting Status

e From the Applications Pane, click System (Detailed Information box) to get
memory consumption details.

Click Processes to get information on memory consumption for each process
running on the system.

e From the Tree Pane, display the host pop-up menu and select:
Remote Operation -> Actions, or Remote Operations -> Telnet

You have now access to the host and you can investigate and correct the problem.
Processes Service

The Processes service monitors the number of processes running on the system.

e Status is set to WARNING if the number of processes is higher than 150.

e Status is set to CRITICAL if the number of processes is higher than 200.

Status Information
Displays the number of processes running on the system.

Examples:

OK - 101 processes running
WARNING - 162 processes running
Correcting Status

e From the Applications Pane, click Processes (Detailed Information box) to get the
list of the processes.

e From the Tree Pane, display the host pop-up menu and select:
Remote Operation -> Actions -> Processes.
You have now access to the host and you can investigate and correct the problem.
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Users Service
The Users service monitors the number of users currently logged in the system.
e Status is set to WARNING if the number of connected users is higher than 15.
e Status is set to CRITICAL if the number of connected users is higher than 20.

Status Information
Displays the number of users logged to the system.

Examples:

USERS OK - 2 users currently logged in
USERS WARNING - 16 users currently logged in
Correcting Status

e From the Applications Pane, click Processes (Detailed Information box) to get
information on users running processes.

e From the Tree Pane, display the host pop-up menu and select:
Remote Operation -> Actions or Remote Operation -> Telnet
You have now access to the host and you can investigate and correct the problem.

Monitoring Windows Systems

The following categories and services can be used to monitor Windows systems. By
default they appear under any host, declared as a Windows system.

=

Note:
The Windows monitoring agent part is based on two windows services:

NovaScale Master Management agent.

Its main function is giving OS and HW information, but it provides the “LogicalDisk.All”
monitoring service too.

NovaScale Master Monitoring agent.

It provides all Windows monitored services, except “LogicalDisk.All”.

EventLog Category
This category contains all the services for monitoring the Windows Event Log.
Application Service

The EventLog.Application service monitors the number of Error, Warning and
Information events generated in the Application Event log for the last 30 minutes.

e Status is set to WARNING if there are more than 10 Information events or at least 1
Warning event.

e Status is set to CRITICAL if there is at least 1 Error event.
Status Information

If status is set to WARNING or CRITICAL, gives the number of events responsible. This
message is also a link to an html file containing the following detailed information:
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Event Type Error or Warning or Information.

Last Time Last time an event with the same type, source and id occured.
Count Number of events with the same type, source and id.
Source Event source.
Id Event id.
Description Event message.
Examples:

OK: no new events for the last 30 mn
WARNING: 1 new events for the last 30 mn!

The text "1 new events for the last 30 mn!" is a link that displays detailed information:
Correcting Status

e From the Applications Pane, click Events (Detailed Information box) for more
information.

e From the Tree Pane, display the host pop-up menu and select:
Remote Operation -> VNC Viewer or Remote Operation -> Telnet.
You have now access to the host and you can correct the problem.

Security Service

The EventLog.Security service monitors the number of Audit Success, Audit Failures,
Error and Warning events generated in the Security event log over the last 30 minutes.

e Status is set to WARNING if there are more than 10 Audit Success events or at
least 1 Warning event.

e Status is set to CRITICAL if there is at least 1 Audit Failure or Error event.

Status Information
If status is set to WARNING or CRITICAL, gives the total number of events responsible.
This message is also a link to an html file containing the following detailed information:

Event Type Error, Warning, Information, Audit Success or Audit Failure.

Last Time Last time an event with the same type, source and id occurred.
Count Number of events with the same type, source and id.

Source Event source.

Id Event id.

Description Event message.

Examples:
OK: no new events for the last 30 mn
WARNING: 4 new events for the last 30 mn!

Correcting Status
e From the Applications Pane, click Events (Detailed Information box) for more
information.

e From the Tree Pane, display the host pop-up menu and select:
Remote Operation -> VNC Viewer or Remote Operation -> Telnet.
You have now access to the host and you can correct the problem.
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System Service

The EventLog.System service monitors the number of Error, Warning and Information
events generated in the System event log over the last 30 minutes.

e Status is set to WARNING if there are more than 10 Information events or at least 1
Warning event.

e Status is set to CRITICAL if there is at least 1 Error event.
Status Information

If status is set to WARNING or CRITICAL, gives the total number of events responsible
This message is also a link to an html file containing the following detailed information:

Event Type Error, Warning or Information.

Last Time Last time an event with the same type, source and id occurs.

Count Number of events with the same type, source and id.
Source Event source.
Id Event id.
Description Event message.
Examples:

OK: no new events for the last 30 mn
CRITICAL: 8 new events for the last 30 mn!

Correcting Status
e From the Applications Pane, click Events (Detailed Information box) for more
information.

e From the Tree Pane, display the host pop-up menu and select:
Remote Operation -> VNC Viewer or Remote Operation -> Telnet.
You have now access to the host and you can investigate and correct the problem.

LogicalDisks Category

All Service

This category contains all the services for monitoring the logical disks.

The All service monitors the percent of used space for each local disk. The local disks
list is dynamically established at each check.

e Status is set to WARNING if one of the disks has more than 80% used space.
e Status is set to CRITICAL if one of the disks has more than 90% used space.

Status Information
Gives the list of the local disks checked.

Examples:
DISKS OK: all disks (C:, E:, F:) less than 80% utilized

DISK WARNING: (G:) more than 90% utilized - DISKS CRITICAL: (C:) more than 80%
utilized

Correcting Status

e From the Applications Pane, click Logical Disks (Detailed Information box) to get
all information about the size of the host disks. Then click Storage to get information
on the physical storage devices for the host.
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e From the Tree Pane, display the host pop-up menu and select:
Remote Operation -> VNC Viewer or Remote Operation -> Telnet.
You have now access to the host and you can investigate and correct the problem.

SystemLoad Category

This category contains all the services for monitoring the load of the system.
CPU Service
The CPU service monitors the total CPU load over two periods of time: 1min and 10 min
e Status is set to WARNING if the average CPU load is higher than:
- 80% over the last 1 minute
- 60% over the last 10 minutes.
e Status is set to CRITICAL if the average CPU load is higher than:
- 90% over the last 1 minute
- 80% over the last 10 minutes.
Status Information
Displays the percentage of average CPU load for respectively the last 1 minute and the

last 10 minutes. If status is WARNING or CRITICAL, it displays the most consuming
process, and its percentage of CPU consumption, at check time.
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Examples:
CPU Load OK (1mn: 8%) (10mn: 5%)

CPU Load HIGH (1mn: 92%) (10mn: 56%) — Process cputest.exe using 100%

Correcting Status

e From the Applications Pane, click CPU (Detailed Information box) to get CPU
consumption per processor. Then click Processes to get CPU time spent per
process.

e From the Tree Pane, display the host pop-up menu and select:
Remote Operation -> VNC Viewer or Remote Operation -> Telnet.
You have now access to the host and you can investigate and correct the problem.

MemoryUsage Service

The MemoryUsage service monitors the total memory (physical + paged) used by the
system. It is equivalent to the Commit Charge displayed in the Windows Task Manager.

e Status is set to WARNING if the memory used is higher than 70%.
e Status is set to CRITICAL if the memory used is higher than 90%.

Status Information

Displays the total (physical + paged) memory size in Mbytes, the total memory used in
Mbytes and percent, the total memory free in Mbytes and the physical memory size in
Mbytes.

Examples:

Memory Usage OK - (total: 1480Mb) (used: 193Mb, 13%) (free: 1287Mb) (physical:
511Mb)

Memory Usage WARNING - (total: 2462Mb) (used: 1773Mb, 72%) (free: 689Mb)
(physical: 1023Mb)

Correcting Status

e From the Applications Pane, click Memory (Detailed Information box) to get
detailed memory consumption.
Then click Processes to get memory consumption spent per process.
Then click General (Host Information box) to get information about the physical
memory configuration and layout.

e From the Tree Pane, display the host pop-up menu and select:
Remote Operation -> VNC Viewer or Remote Operation -> Telnet.
You have now access to the host and you can investigate and correct the problem.

WindowsServices Category

EventLog Service

5-10

The WindowsServices.EventLog service monitors the state of the services involved in
event logging functions:

Service Display Description
Key Name

Eventlog Event Log Log event messages issued by programs and Windows.
Event Log Reports contain information that can be useful
in diagnosing problems. Reports are viewed in Event
Viewer

e Status is set to WARNING at least one of these services is paused and the others
are running.
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Status is set to CRITICAL if at least one of these services does not exist or is not
running.

Status Information
Displays service name and status.

Examples:
OK: ‘EventLog’

NotActive: ‘EventLog’

Correcting Status

From the Applications Pane, click Memory (Detailed Information box) to get
detailed information about services.

From the Tree Pane, display the host pop-up menu and select:
Remote Operation -> VNC Viewer or Remote Operation -> Telnet.
You have now access to the host and you can investigate and correct the problem.

Hardware Monitoring

Hardware Category for NovaScale Blade Series

Health Service

The Health service monitors hardware status, as returned by the CMM software tool.

To enable this service, a CMM manager must be declared for the host and the hardware
identifier (used to identified the host in the NovaScale Blade Chassis) must be provided
during NovaScale Master configuration. Please refer to the Administrator’s Guide for
details.

Status is set to WARNING if CMM has assigned a WARNING status to the host.
Status is set to CRITICAL if CMM has assigned a CRITICAL status to the host.

Status is set to UNKNOWN if CMM is not accessible or if the host has not been
successfully mapped in the chassis (due for example to an incorrect hardware
identifier).

Status Information
Status information is set by CMM and represents the host hardware status.

Examples:

Current status: OK
Status Information No critical or warning events

= The hardware state of the host is OK.

Current status: CRITICAL
Status information: DASD Removed.

= The hardware state of the host is CRITICAL.

Current status: unknown

Status information:  Unable to get SNMP response [No response from remote host
'192.168.207.46'
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= The hardware state can't be retrieved from the CMM manager due to connection
timeout. This issue can result from a bad declaration of the SNMP Manager in the CMM
configuration.

Correcting Status
e From the Tree Pane, display the host pop-up menu and select:
HW Manager GUI to launch the CMM tool and investigate and correct the problem.

&

Note:
For more information about CMM, please refer to the documentation delivered your
server.

Hardware Category for NovaScale 4000 Series

Alerts Service

The Alerts Service is used to collect the hardware SNMP traps emitted by the host.

To enable this service, the mib basebrd5 must be integrated in the NovaScale Master
application and SNMP trap reception must be enabled.

At installation time, the mib is integrated and SNMP trap reception is enabled.

Traps are previously filtered and only the traps emitted by the Hardware Management
card are used to animate this service. The Hardware Management card must be properly
configured with the Intel SMU tool to send traps to the NovaScale Master_server host.

The status of this service depends on trap severity:
e Status is set to OK if trap severity is NORMAL.
e Status is set to WARNING if trap severity is INFORMATION or WARNING.
e Status is set to CRITICAL if trap severity is MAJOR or CRITICAL.
As Administrator, you can display and edit trap severity through the Configuration
application. Please refer to the Administrator’'s Guide for details.
Status Information
Trap description, as found in the trap mib, is used as status information

Example:

Trap systemHealthCriticalEvent — Server Health Critical: The overall health of the server
is critical

Correcting Status
e From the Tree Pane, display the host pop-up menu and select:
HW Manager GUI to launch the ISM tool and investigate and correct the problem.

V=

Note:
For more information about ISM, please refer to the documentation delivered your
server.

Health Service
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The Health service monitors hardware status, as returned by the Intel System
Management (ISM) software tool.

To enable this service, a manager must be declared for the host (see the Administrator’s
Guide for details about how, as Administrator, you can declare a manager) and ISM must
be installed and running on that manager.

Health is an ISM indicator that reflects the global state of hardware. The hardware
components taken into account in Health can be configured in ISM.
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e Status is set to WARNING if the status of one of the hardware components described
as a contributor to Health is WARNING.

e Status is set to CRITICAL if the status of one of the hardware components described
as a contributor to Health is CRITICAL.

Correcting Status
e From the Tree Pane, display the host pop-up menu and select:
HW Manager GUI to launch the ISM tool and investigate and correct the problem.

Hardware Category for NovaScale 5000 & 6000 Series
Health Service

The Health service monitors hardware status, as returned by the PAM software tool, for
the host (or PAM domain).

To enable this service, a manager must be declared for the host (see the Administrator’s
Guide for details about how, as Administrator, you can declare a manager) and a PAP
server must be installed and running on that manager.

e Status is set to WARNING if PAM has assigned a WARNING status to the domain.

e Statusis set to CRITICAL if PAM has assigned a CRITICAL status to the domain.

e Status is set to UNKNOWN if PAM is not accessible or if PAM has not successfully
computed domain status.

Status Information
Status information is set by PAM and represents host hardware status.

Examples:

For the Domain FAMEOOQO_0IDO of the CentralSubSystem FAMEOOQO, the functional
status is NORMAL (The domain state is "BIOS READY - STARTING EFI)

Correcting Status

e From the Tree Pane, display the host pop-up menu and select:
PAM to launch the PAM tool and investigate and correct the problem.

For more information about PAM, please refer to the documentation delivered with your
server.
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Other Monitoring

PAM Category

GlobalStatus Service

The GlobalStatus service reflects global functional status, as returned by the PAM
manager. This comprises the hardware status of the whole configuration managed by this
instance of PAM, as well as the status of the PAM manager itself.

This service only exists on a host declared as a NovaScale 5000 / 6000 manager (see
the Administrator’'s Guide for details about how, as Administrator, you can declare a
manager).

e Status is set to WARNING if PAM has assigned a WARNING status to the
configuration.

e Statusis set to CRITICAL if PAM has assigned a CRITICAL status to the
configuration.

e Status is set to UNKNOWN if PAM is not accessible or if PAM has not successfully
computed global status.

Status Information
Status information is set by PAM and represents the global functional state for the
managed hosts and for the PAM manager tool.

Examples:
The PAM manager global status is WARNING

Correcting Status
e From the Tree Pane, display the host pop-up menu and select:
PAM to launch the PAM tool and investigate and correct the problem.

&

Note:
For more information about PAM, please refer to the documentation delivered with your
server.

Alerts Service

5-14

The Alerts Service is used to collect hardware SNMP traps emitted by the manager.

To enable this service, the mib PAMEventtrap must be integrated in the NovaScale
Master application and SNMP trap reception must be enabled.

At installation time, the mib is integrated and SNMP trap reception is enabled.

The Hardware Management card must have been correctly configured to send traps to
the NovaScale Master  SERVER host.

The status of this service depends on trap severity:
e Status is set to OK if trap severity is NORMAL.
e Status is set to WARNING if trap severity is INFORMATION or WARNING.
e Status is set to CRITICAL if trap severity is MAJOR or CRITICAL.

As Administrator, you can display and edit trap severity through the Configuration
application. Please refer to the Administrator’s Guide for details.
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CMM Category
ChassisStatus Service

The ChassisStatus service reflects the functional status of the NovaScale Blade
Chassis, as returned by the CMM manager. This state comprises the hardware status of
the whole configuration managed by this CMM, as well as the status of the CMM
manager itself.

This service exists only on a host that is declared as a CMM manager (see the
Administrator’'s Guide for details about how, as Administrator, you can declare a
manager).

e Status is set to WARNING if CMM has assigned a WARNING status to the host.

e Statusis set to CRITICAL if CMM has assigned a CRITICAL status to the host.

e Status is set to UNKNOWN if CMM is not accessible or if CMM has not been able to
compute global status.

Correcting Status
e From the Tree Pane, display the host pop-up menu and select:
CMM to launch the CMM tool and investigate and correct the problem.

&

Note:
For more information about CMM, please refer to the documentation delivered with your
server.

Alerts Service

The Alerts Service is used to collect the hardware SNMP traps emitted by the manager.
To enable this service, the mib mmalert must be integrated in the NovaScale Master
application and SNMP trap reception must be enabled.

At installation time, the mib is integrated and SNMP trap reception is enabled.

The Hardware Management card must be correctly configured to send traps to the
NovaScale Master_SERVER host.

The status of this service depends on trap severity:
e Status is set to OK if trap severity is NORMAL.
e Status is set to WARNING if trap severity is INFORMATION or WARNING.
e Status is set to CRITICAL if trap severity is MAJOR or CRITICAL.

As Administrator, you can display and edit trap severity through the Configuration
application. Please refer to the Administrator’'s Guide for details.

RMC Category
PowerStatus Service

The PowerStatus service reflects the power status of an Express5800, as returned by
the RMC management card.

This service exists only on a host that is declared as a RMC manager (see the
Administrator’'s Guide for details about how, as Administrator, you can declare a
manager).

e Status is set to CRITICAL if RMC has assigned a power status off.

e Status is set to UNKNOWN if RMC is not accessible or if RMC has not been able to
compute power status.
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Correcting Status
e From the Tree Pane, display the host pop-up menu and select:
RMC to launch the CMM tool and investigate and correct the problem.

&

Note:
For more information about RMC, please refer to the documentation delivered your
server.

Alerts Service
The Alerts Service is used to collect the hardware SNMP traps emitted by the manager.

To enable this service, the mib bmclanpet must be integrated in the NovaScale Master
application and SNMP trap reception must be enabled.

At installation time, the mib is integrated and SNMP trap reception is enabled.

The Hardware Management card must be correctly configured to send traps to the
NovaScale Master_ SERVER host.

The status of this service depends on trap severity:
e Status is set to OK if trap severity is NORMAL.
e Status is set to WARNING if trap severity is INFORMATION or WARNING.
e Status is set to CRITICAL if trap severity is MAJOR or CRITICAL.

As Administrator, you can display and edit trap severity through the Configuration
application. Please refer to the Administrator's Guide for details.

Storage Monitoring

Storage Category
SanitStatus Service

The SanitStatus service monitors the state of the storage, returned by the S@N.IT!
application, for any host managed in the SAN.

To enable this service, a SANIT manager must be declared for the host.
e Status is set to OK if S@N.IT! has assigned a NORMAL status to the host.
e Status is set to CRITICAL if S@N.IT! has assigned a FAULTY status to the host.

e Status is set to UNKNOWN if S@N.IT! has assigned an UNKNOWN or NOT
MONITORED status to the host OR if the storage identifier provided during the
NovaScale Master configuration is not valid. Please refer to the Administrator's Guide
for details.

Correcting Status

e From the Tree Pane, display the host pop-up menu and select:
S@N.IT to launch the client part of the application (Web or local mode) and
investigate and correct the problem.
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SANIT Category
Alerts Service
The Alerts Service is used to collect the SNMP traps emitted by the S@N.IT! application.

To enable this service, the mib fcmgmt3 must be integrated in the NovaScale Master
application and SNMP trap reception must be enabled.

At installation time, the mib is integrated and SNMP trap reception is enabled.

The S@N.IT! application must be correctly configured to send traps to the NovaScale
Master SERVER host.

The status of this service depends on trap severity:
e Status is set to OK if trap severity is NORMAL.
e Status is set to WARNING if trap severity is INFORMATION or WARNING.
e Status is set to CRITICAL if trap severity is MAJOR or CRITICAL.

As Administrator, you can display and edit trap severity through the Configuration
application. Please refer to the Administrator’s Guide for details..

MegaRAID Category
Status Service

The Status service monitors the state of the storage, returned by the MegaRAID SNMP
agent.

To enable this service, MegaRAID category and Status service must be configured for
the host.

e Status is set to OK if agent has assigned a NORMAL status to the host.
e Status is set to CRITICAL if agent has assigned a FAULTY status to the host.

e Status is set to UNKNOWN if agent has assigned an UNKNOWN or NOT
MONITORED status to the host. Please refer to the Administrator’s Guide for details.

Alerts Service

The Alerts Service is used to collect the SNMP traps emitted by the MegaRAID SNMP
agent.

To enable this service, the mib megaraid must be integrated in the NovaScale Master
application and SNMP trap reception must be enabled.

At installation time, the mib is integrated and SNMP trap reception is enabled.

The MegaRAID SNMP agent must be correctly configured to send traps to the NovaScale
Master_SERVER host.

The status of this service depends on trap severity:
e Status is set to OK if trap severity is NORMAL.
e Status is set to WARNING if trap severity is INFORMATION or WARNING.
e Status is set to CRITICAL if trap severity is MAJOR or CRITICAL.

As Administrator, you can display and edit trap severity through the Configuration
application. Please refer to the Administrator’s Guide for details.
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