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Introduction

Scope and Audience of this Manual

This manual is intended for operators in charge of monitoring and managing Bull NovaScale
and Express 5800 servers with NovaScale Master, in particular via the NovaScale Master
Console. It comprises the following chapters:

Chapter 1

Chapter 2

Chapter 3
Chapter 4

Chapter 5

About NovaScale Master
presents NovaScale Master architecture and components.

Getting Started
explains how to use NovaScale Master to perform basic monitoring
and management tasks.

Using NovaScale Master Console
describes NovaScale Master Console functionalities and use.

Using NovaScale Master Console Applications
describes NovaScale Master Console applications and use.

Categories and Services Reference List
describes NovaScale Master monitored categories and default ser
vices, according to operating system and hardware

Highlighting

The following highlighting conventions are used in this manual:

Bold

Italics

Monospace

Note:

Identifies commands, keywords, files, structures, directories, and other items
predefined by the system. Also identifies graphical resources such as
buttons, labels and icons that the user selects.

Identifies chapters, sections, paragraphs and book names to which the
reader must refer for more information.

Identifies examples of specific data values, examples of text similar to what
you might see displayed, messages from the system, or information you
should actually type.

Important information

Related Publications

+ For more information about NovaScale Master, please refer to:
NovaScale Master Installation Guide (Ref. 86 A2 48EG)
NovaScale Master Administrator's Guide (Ref. 86 A2 50EG)

NovaScale Master Remote Hardware Management CLI Reference Manual
(Ref. 8600A2088EM)

NovaScale Master Server Add-ons Installation and Administrator's Guide
(Ref.086 DA20095ER)
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xii

For more information about the Bull NovaScale 3005 series, please refer to:
Bull NovaScale 3005 Series Installation and User's Guide (Ref. 86 A1 02ET)
For more information about the Bull NovaScale 2000 series, please refer to:
Bull NovaScale Blade 2020 Installation and User's Guide (Ref. 86 A1 03EM)
Bull NovaScale Blade 2040 Installation and User's Guide (Ref. 86 A1 34EM)
For more information about the Bull NovaScale 4000 series, please refer to:
Bull NovaScale 4020 User's Guide (Ref. 86 A2 72EG)

Bull NovaScale 4040 User's Guide (Ref. 86 A1 26EG)

For more information about the Bull NovaScale 5000 and 6000 series and PAM software,
please refer to:

Bull NovaScale 5xx0 & 6xx0 User's Guide (Ref. 86 A1 94EM)
Bull NovaScale 5xx0 & 6xx0 Guide Utilisateur (Ref. 86 F1 94EM)
Bull NovaScale 5xx5 & 6xx5 User's Guide (Ref. 86 A1 41EM)
Bull NovaSCale 5xx5 & 6xx5 Guide Utilisateur Ref. 86 F1 41EM)

For information about the Intel Server Manager (ISM) management tool or Blade Chassis
Management Module (CMM), please refer to the documentation provided by Intel.

For information about the Open Source products used by NovaScale Master, please refer
to:

www.nhagios.org (for Nagios product)

www.webmin.com (for Webmin product)

mrtg.hdl.com (for MRTG product)
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Chapter 1. About NovaScale Master

Scope

NovaScale Master is the graphical interface tool used to manage Bull NovaScale and
Express 5800 servers. It provides two main functions:

Supervision (monitoring, reporting, information).
Supervises system resources.

Detects anomalies and notifies them to defined entities. It also provides the interface that
displays all important information.

Administration (remote control).

Used to configure target hosts and to execute actions on these hosts via the OS or via a
Hardware Management tool.

3 http://129.1826.198 - NovaScale Master - Co
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Figure 1. Overview of NovaScale Master functions

Two NovaScale Master user roles are pre-defined:
« Operator Role:

An operator can read host and operating system information, but has no access to the
administration tools.

 Administrator Role:

An administrator can perform administration, configuration, update, and remote control
tasks on target hosts.

About NovaScale Master 1-1



Supervision Features

* Host Monitoring:

Checks if the target host is accessible (via the ping command).

* Monitoring Services:

Monitors OS CPU load, memory usage, disk usage, number of users, processes and
services execution, http and ftp services.

Thresholds are used to assign a state (ok, warning, critical, unknown) to hosts and to
each monitored element.

Alerts (in a log file) and notifications (by email) are generated when anomalies occur or
when normal states are recovered (return to ok state).

Monitoring Services are classified into Monitoring Categories: SystemLoad, Filesystems,
Eventlog...

Hardware Monitoring:

NovaScale servers gets hardware health status via a call to CMM, ISM and PAM
Hardware Managers.

Express 5800 servers gets power status via a call to the RMC Management Card.
Selectable View Displays:

Presentation of hosts and monitoring services through different views. A view is a tree
structure that can display:

- the entire list of hosts,
- managers and the hosts they manage,
- host groups.

From each tree node, the user can display detailed information about a host or a service,
according to user roles (Administrator or Operator).

Group Definitions:

Host groups and Group groups can be defined to organize server infrastructure as a tree.
Alerts:

Notifications of problems via email, SNMP traps or Bull format autocalls.

Selectable Map Displays:

Presentation of hostgroups (with the status of their hosts and monitoring services) through
different maps.

A map is a layout, in general with a background image, that displays associated
hostgroups. Hostgroups are located at specified positions (x,y) on the map and are
animated with the status of associated hosts and monitoring services.

From a hostgroup, the user can display detailed information about all associated hosts.

Administration Features

1-2

« Webmin Management Tool for Linux hosts.

Webmin is an OpenSource product that gives OS information (about users, filesystems...)
or executes OS commands, in a graphical environment, locally on Linux target hosts.

+ Remote Operation Tools:

telnet to access Linux and Windows hosts.

UltraVNC to access Windows hosts. UltratVNC is an Open Source product that allows
you to take control of remote hosts as if you were in the remote host Windows
environment.

User's Guide



+ Hardware Manager Calls:
PAM for NovaScale 5000 and 6000 Series platforms.
CMM for NovaScale Blade Series Chassis 2000 platforms.
ISM for NovaScale 4000 Series hosts.
ARMC (or/and ESMPRO) for Express 5800 platforms.

For example, systems can be powered on / off via these managers and NovaScale
Master provides a single Hardware Management GUI for basic tasks.

About NovaScale Master 1-3



Basic Definitions

Service

Category

View

Map

A service is a monitoring check which supervises a monitored item. Monitoring agents
compute service status (OK, Warning, Critical, Unknown or Pending) and status information
(a text giving more information on the service state) for each service.

Example: The CPU service, which returns a status about CPU utilization, displays the
following information on Windows:

CPU Load K (1mm: 8% (10m: 5%

A category is a container for a group of services.

Example: The Systemload category for Windows systems contains both CPU and Memory
services.

A view is how monitored hosts are displayed on the screen. Views differ in structure, but they
all display hosts with an animation reflecting service status (ok, warning, critical, or
unknown) and associated monitoring services, classified into categories, under the host node.

The advantage of views is to display only what the user wants to see at a given time. For
example, if a user is interested in Hosts and not in Managers or Hostgroups, he can display
the Hosts view.

As Administrator, you can create customized views for hosts and groups. Refer to the
Administrator's Guide for details.

Notes:
+ According to configuration, a category may or may not be present. For details, refer to
the Administrator's Guide.

* Each type of node in a view has specific menus detailed later in this manual.

A map can be used to display the status of a selection hostgroups (with their monitored hosts)
on the screen.

In general, the map has a background image and hostgroups are located at specified
positions (x,y) on the map. Maps differ in appearance, but they all display hostgroups with
an animation reflecting service status computed from the status of the associated hosts and
monitoring services.

When you zoom in on a hostgroup, you can view associated hosts and overall service status
(the worst status of the associated monitoring services).

The advantage of maps is to display only what the user wants to see for a given context.

As Administrator, you can create customized maps for hostgroups in different contexts. Refer
to the Administrator's Guide for details.
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NovaScale Master Components
NovaScale Master is based on a 3-tier architecture:
* Monitoring Console

This WEB-based application running in a browser (Internet Explorer or Mozilla) accesses
collected monitoring data using WEB technology.

* Monitoring Server

Collects, processes and stores monitoring and reporting data. It runs on both Windows
and Linux platforms.

* Monitoring Agent

Contains the basic programs used to obtain monitoring and inventory information. It is
installed on each target system.

NovaScale Master comprises Open Source software:

* Nagios

For the monitoring function.
+ MRTG

For the reporting indicators function.
+ Webmin

A Linux administration tool (a standard Webmin package and a NovaScale Master
Webmin restricted to obtaining information).

+ UltraVNC Server
For remote operation on Windows hosts.
+ IPMltool
For remote operation on hardware systems.

NovaScale Master also comprises an optional component for scripting applications on Linux
platforms:

* Hardware Commands

A Command Line Interface (CLI) for remote hardware management, providing an easy
interface for automating scripts to power on/off or get the power status of a system.
These commands can only be used on Express 5800, or NovaScale 4000, 5000 and
6000 series servers with a Linux Operating System.

About NovaScale Master 1-5



NovaScale Master and Security

NovaScale Master security is based on a combination of secured applications using
authentification and profiling (role based) mechanisms.

Avuthentication

Each NovaScale Master application uses a user/password or single password authentication
mechanism for access. Users are defined on the NovaScale Master server.

Role-based Management

Each NovaScale Master Console user is associated to a role (or set of functionalities). There
are two types of profiled users:

 Operator

An operator can read host and operating system information, but has no access to the
administration tools.

« Administrator

An administrator can perform administration, configuration, update, and remote control
tasks on target hosts.

1-6 User's Guide



Chapter 2. Getting Started

This chapter explains how to use NovaScale Master for basic monitoring and administration

tasks.

Starting the Console

See Chapter 6 of the Installation Guide for details on how to launch the console and

applications.

Console Basics

@ Tree
@ Map
® Mlerts

Supervision
Mode

NS Master
Tools ¥

NS Master
Tools

o

Other Tools

a http://coda - NovaScale Master 5.0.2 - i

Bulk  NovaScale Master ]

Administration Tools

Title Bar
onsole - Micr|isoft Internet Explorer

Welcome to NovaScale Master

Server coda
Login

Role

robil
Administrator

NovaScale
Master

‘@ Done:

,{ |—’—|—‘ir_§ Localintranat 4

Figure 2.

Supervision Area

NovaScale Master console

The NovaScale Master console is divided into the following functional parts:

Title Bar

Administration Tools

Supervision Mode

Supervision Pane

displays the server name.

enables access to the administration tools: NovaScale Master
configuration application, NovaScale Master documentation and
NovaScale Master download page. Displays server information:
Netname, Date/Time, Login and Role.

allows you to choose one of the three modes of supervision:
supervision through a tree, supervision through a map and
supervision through alerts.

displays information about the monitored resources, related to the
type of supervision (see Supervision Information, on page 3-20).
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NovaScale Master Tools  enables access to the NovaScale Master Tools: Reports and
Hardware Management.

Other Tools enables access to external applications.

NovaScale Master Authentication and Roles
NovaScale Master applications must be authenticated. They use common NovaScale Master
users defined on the server part.

Authentication type varies according to the NovaScale Master Server operating system (Linux
or Windows) and to the WEB Server (Apache or Microsoft IIS) (see next paragraphs).

Note:

In order to change the current authentication for NovaScale Master. You MUST close all the
opened WEB browser windows. And relaunch a new session of this browser. Else, the
browser will keep the previous authentication context.

Role Based Management
Moreover, the authenticated user is used to apply a user profile or role.

Two default roles have been defined for NovaScale Master:
Operator with access only to supervision information.

Administrator  with access to supervision information, configuration tasks and Remote
Control functions.

Applications Roles Functions
Monitoring and Reporting Operator Information access
Administrator + server control access
Remote Control OS Operator None
Administrator Remote Control access
Hardware & Storage managers | Operator Information access
Administrator + Remote Control access
Table 1. Roles and Functions

Note:
User roles can be only configured by a user with Administrator role. For further details, refer
to the Administrator's Guide.
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NovaScale Master Server User Authentication - Linux

Apache server authentication

A default Apache user called nsmadm (password nsmadm) is created when NovaScale

Master Server is installed. This user is not a Linux user and will only be used contextually by
this WEB Server.

Connect to frels6260 B

FEE
R :

2] x|

Nnva.Scaie'Master- Configuration Authentication Gccess

User pame; I € nsmadm j

Password: l TIILL

I Eemember-my password

Ok I Caricel

Figure 3. nsmadm user authentication - Linux
The users database is stored in the following file:
/usr/local /bull/SystemManagement/core/etc/htpasswd.users

Adding a New User / Modifying a Password
To add a new user or to modify a password on the Apache server:

1. Log on as root and launch the following command followed by the required user name:
# htpasswd /usr/local/bull/SystemManagement/core/etc/htpasswd.users <USERNAME>

2. Enter the new password: *****

3. Retype the new password: *****
Adding password for user <USERNAME>

where <USERNAME> is the user name you want to add or modify.
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NovaScale Master User Authentication - Windows
Authenticated users are users declared in the Windows users database.

Using Internet Services Information WEB Server

The user can be a local user or a domain user. The domain must be specified for domain
users (e.g DOMAIN\User).

Connect to frcls3104 _ e ﬂﬁi

.I iﬁ 1 : \
L f“u
A

e

MowaScale Master Configuration Authentication Access

User name: | I € administrator j

Passiword; ] TIIITTL

T Remember my password

Ok Cancel

Figure 4.  User authentication with IIS WEB Server - Windows

Using Apache WEB Server

Any user in the Windows user database of the server, or any trusted domain to which the
server belongs, will be granted access.

The user name must be entered in the following format: DOMAINNAME\Username, even for
local users. The domain name must be fully qualified.

20X
@
A

MavaScale Master Canfiguration Authentication Arcess

Lser name: I | 58 rcls 1 Frel bull, Fri Administrakor j

_Easswardﬁ I [TIXTYTT

I™ Remember my passwrd

[ o | cance

Figure 5. User authentication with Apache WEB Server - Windows

This chapter continues with the description of what you can do with the console.
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Displaying Monitoring Information

Starting with the Tree mode
Notes:

+ Tree Mode concepts are explained in detail in Chapter 2.

» When the Console is started, the default view is opened, i.e. the Hosts view, displaying all
the declared hosts at the same level.
By clicking in the File menu, you can load three other views: the Hostgroups view, the
HardwareManager view or the StorageManager view.
As Administrator, you can change the default view and advanced users can create
customized views. Refer to the Administrator's Guide for details.

The left part of the console is a tree representing all the managed platforms. It can be
expanded as shown below:

File “iews Tools

{8 Hosts t Level 0: Root |

- B ARMC

- Jill nsmaster —————— Level 1 Host |

=-¢ EventLoy ——— Level 2: Category |

----- 3 Application
----- 0 securivy —— T Level 3: Monitored Service |
i £ system

E@ Hardware

D) Merts

EI @ Internet

..... 2 cru

i 3 memary
Ei@ WindowsServices
: 7 ﬁ EventLog
-5l NSMASTEROLD

Figure 6.  Example of expanded Hosts tree

A Service is a Monitored Entity and the color of the icon reflects service status: red (critical),
orange (warning), magenta (unknown) or green (ok).

Each icon is divided into two sections:

Getting Started 2-5



The top left is reserved for the animation for itself and the bottom right is reserved to cascade
animation from its subtrees.

For instance for a Host node: When there is a service status change, the color of the bottom
right corner of the category icon changes to reflect this change.

The color of the top left corner of a host icon indicates if this host is alive or not (result of a
ping command).

Example:

The top left corner of the nsmaster host node is green because it is alive and the bottom right
corner is green because all its services are ok.

A Category is a node grouping monitored services logically. Category status reflects the
worst status of its associated services..

Looking in the Past

When a problem occurs, it is interesting to know if it already occurred in the past, and how
many times it occurred.

NovaScale Master offers many ways to analyze what occurred in the past.

Looking in the Past with Alert History

From the Applications pane, click Reporting -> Alert History. The following display appears
(in this example, the host is called FRCLS5208).

& B oiade
Wb ssmtwe  [HomondSomn 51 T bt sooeddond
T = 1B chsetent AT Alarseel A5 " ¥ sy
T.&_.‘:E-. i ‘Ch-i'fﬁ-'ﬁ' Hapar Faned m
[ o B cumn . A e
Dj I = B FRoLEse
i 13 ¢ Everiiog
| I b e
i._., | EETEY Titwe Host Sendos State  Count ITeamaTon
15 system 13090006 181730 FROLGSE  Evendion e - 1 O 1 rarey e for e bl 50N
EII'I!"._, S B ﬂ'.uql:al\’.‘ll:ks 130 e t < S L
- 9 ¢ BateenLisd 1RI00008 1E0FED  ERCLESIE  Eueniion Tt [AGUNGE] ! e cudnes forthe s 3
B & G Windows Senices 1 OB 00D ROSSE  Evergoodeten [EEEN ¢ fnee o e
-l v 12092006 17:542%  FEOLSSHE  Burluafonm SR 1 Znseeverts ociict 20e0
% [l nrvanaTE4D U0 1746 FROLSSNE  Eyerdlon Sdtsm w 1 i ek fae it gl S0
il Mot ol sleris ; B, desplavect Snes - B, chsplayed slerds 1 B)
= B nemaser
g e
|
=
R i

Figure 7. Alert History window

The history shows all the alerts that occurred for this service, in periods of time. Service
information is also logged, providing all the information required to decide if a corrective
action is needed.

Looking in the Past with Status Trends Information

2-6

The Alerts and Trends functions use monitoring logs to display past information:
* Alerts shows events.

+ Trends shows a status graph for a given period of time.
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In the example shown in Figure 8. the monitored system is FRCLS5208. The tree shows a
CRITICAL state on Eventlog.Security. Click Security to display status information.

Flis Mgz Toals

| B e e = .

(8 Hosts
= R
= eade
=1 [ a2
£ i [l chsetd)
14-Hl chashitw
= o
e = B FreLssog
= ¢ EveriLog
I 2aplizstion
I fccury |
.S‘y:l:rn
& ¢ LogieaiDisks
=GR Svsremnboad
- G Windows Sandtes
i Lvna

= . rurrana- T840

T

o ﬁmEEmnnﬁecuhnnmflﬁﬂlﬂ
O g T T T T R e
ISMEIMH ana!|

LA U gt 10005 2000 £1°11000
Usdated swary 120 gecande

Satus | LastCheck Dirastioh infenm:ation

camical Bl RTERS T TR

Senvice defall
Evaniiog Setuity

i)

T N ot 4

Figure 8.

Status Information for Eventlog.Security service

If you want to know if this situation often occurs, and when it occurs, click Reporting —
Status Trends. The following display appears:

PR o
e Flla: Niews: Toalg, L R DR o N ) . =
' {l Hosts ':J SERVICE: EveniLog. Security on FRCLSS508
* i = R _ ARG L iesnan | st | I
= i | &lar Hista I|'| I1-"'II"""'.I-\. i | Axvacaladl e Slatue Tratde | s stors Trends |
[of - TR e
= [ taved
F o X
8 ol ik Fegon Parko [ Lait 24 Hows ] oty |
Tou i [l charnew Frgm 1302006 11131 4o 1408 5005 1113 14 (curstion. 1o Oh D O
E =8 - [T
= [ FRoLEsINg Chronalogy
[ G EverrLog
-Mpll:sﬂun | |
B s e |
@ s oo
£ (R LogicaiDisks Dlt:wjl
& SysteeLoad Irdstorsirats | /
= G indowns Beniies % %g g g
ol v 3 i i 3
: 3 AE 3 3
1=t [l rieeana- T840 ] [t £ B
= [l rovasuze ] 45 1 -1
= I nsmastar & &8 £ by
u 8 - EU 3 iz £ é
Aol ability
HTMEOK % Time % Tine Lk STime Criical % Time Indedar minate
C T -
] e T
Figure 9.  Status Trends for Eventlog.Security service (last 24 hours) - example

The graph shows the situation for the last 24 hours and that nsmaster has detected a recent

bad security access.
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Viewing More Information
The Applications pane is used to display information requested by menu items or links.

2-8

Click a node in the Tree pane to display basic monitoring information, according to node

type.

Rightclick a node in the Tree pane to display a popup menu giving access to all operations

available for that node.

Click an option in the double level menu in the Applications pane to access to all information

available for that node.

Example:

When you click the nsmaster node, the following display appears, indicating that the status

for this host is UP:

File  wiews Tools

T e

8l Hosts
= B ARk
= 'hnmﬁ
1+ [ etadez
=l .charlﬂ-l
= [l chartitw
B8 Tel T
=0
=) &Emm_ng
ﬂﬁpnllm{]un
B secunty
13 svstern
i G Lonicamisks
7GR Svstemboad
14 SR Windows Bomces
=t ovni
=1 [l rivans-To40
=l Mo suze
- nemastar

=1 P

Heest detail

Host Status

PSR

Bl HOST: FRCLSS20A &

| EemE e L s e

| Host Salatus | =eniie Siafus

1| Sendal|

Last Chack

Lo Wzdafac 1500008 120822
Phpdabed daery 120 de nis

Applicative double
level menu;
infarmation on the
system

8] Locdl rimamet o

Figure 10. Host status display - example
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From the Applications pane, click Hardware Information -> Inventory to display the host

hardware inventory.

. S—
) Flla. Vigws Toois D S ET he
» b {5l Hosts i HOST: charldw
® E e I _ EManiiaing | fepading 1000 ) Bgareins 1

& .hﬂ ey | Platform={ Coersang Sptlerm=
3 adn &
= [ badel
] 1 [l chrirt Commpter Infonmation
T = M charde Hame 1 b TR
R Lt Damein & PR
=i il FRCLES 708 (o R
1= Eweri
Iﬂ i Panufart e = Bl
[ soplicstion
B ooy Prosical Memaory : A0 Cliyies
& Fvstemn Bios Inforin ation
i+ G Logicaisks [— Dol Syshen BEIS
14 &3 SvsternLoad Manialasturer 2 BLL
(R WindowsBenites Viersion 1 EB44 0051 2H 220051 2029
= [l e Serial Humber ! AN G
= [ rrvan s TRAD Viersdon, ag reponied by SMBIOS : 58440051 2H 220051 &30 29
I I:‘ .NmEu:e Proce=iors Information
| i nsmasior I Meme  ClockSpeed  Addrosaieidd | Losd ever the Last Minute - Steies
1 = B P CPUD Rankaml  1300W8D Ed ki 1%
i CPA s 1500 e abag [
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Instalied Banks in Memone Arcay 4: e capactty 320 Gindes
Bank Mo Bank Labol Instalied Size: Memory Form Mermary Tyne =
| okt mopimicommand st T NS Cocdiraret -.,-,é

Figure 11. Host information - example
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Receiving Alerts

As Administrator, once you have built your configuration, you can set up email and/or snmp
notifications for enhanced operational monitoring

Sending Email Notifications

To configure the email notification mechanism, proceed as follows:
Step 1: Start NovaScale Master Configuration.

Step 2: Configure the Mail Server (only if NovaScale Master Server runs on a Windows
system).

Step 3: Specify the mail address of the receiver.
Step 4: Reload the monitoring server to take the modifications into account.

Refer to the Administrator's Guide for details.

Sending SNMP Traps Notifications

To configure the SNMP notification mechanism, proceed as follows:

Step 1: Start NovaScale Master Configuration.

Step 2: Specify the SNMP managers to which the traps will be sent.

Step 3: Reload the monitoring server to take the modifications into account.

Refer to the Administrator's Guide for details.

Viewing Notifications

2-10

In the following example, an authentication failure has generated an email notification:

***x*% Bul|l NovaScal e Master *****

Noti fication Type: PROBLEM

Service: Logical Di sks. Al'l

Host: w2k—addcOl Description: Portal DC (current network nanme: w2k—addc01)
Addr ess: w2k—addc01

State: CRITICAL

Date/ Tine: Wed May 18 16:26:21 GMIDT 2005

Addi tional |nfo:

DI SKS CRITICAL: (Z:) nore than 95%utili zed.

The NovaScale Master Console allows you to view all the notifications sent by the monitoring
server.
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Taking Remote Control of a Host

As Administrator, if you want to investigate a problem and fix it, you need to take a remote
control of the platform concerned. NovaScale Master uses standard, commonly used tools to
perform this function. These tools differ according to whether the remote operating system is
Windows or Linux.

Windows Hosts
UltraVNC Viewer is used to to remotely connect to Windows hosts.

5" Note:
Prerequisite: The VNC package delivered with NovaScale Master must be installed and
started on the remote host. Refer to the Installation Guide for details.

Example:

NovaScale Master informs you that the C: disk is nearly full on the nsmaster Windows host,
via the LogicalDisks node, and you decide to connect to nsmaster to see if you can free some
disk space.

To connect to the remote host:

1. Start VNC Viewer from the nsmaster host menu (Operations -> Operating System
->[VNCOViewer

a http://coda - NovaScale Master 5.0.2 - Console - Microsoft Internet Explorer i Dlﬁ

‘BUI_L NovaScale Master

] File  Views Tools Q9 =2 =

e

® Map {8 Hosts m HOST: nsmaster i

] Alerfé,_'f E‘ﬂ CODA i 1 Feli . Operations
i | Platiorm = | Qperating Systar-
L:«J---ﬁ frels 2681 b NG Vigwer v
-l fre1zB260 MMC
Comput
=B my_manager Remote Deskiop

Jﬁ hsmaster Hame : CoDa,

#-& 5TORE Domain : WIORKGROLP

D Model : POWERMATE MLE
.1’.5 Manufacturer : MEC Computers International |
Physical Memory : 495 Miytes

Bios Information

. Hame : AwardBIOS vE 00PG
.'.:‘ Manufacturer : Phoenix Technologies, LTD
[‘_-.- Version ! IntelR - 4230231
Serial Humber : 102214830005
Version, as reported by SMBIOS: V23
Processors Information
D Hame Clock Speed Address Width Load over the Last Minute Status
; | CPU
Yt CPUD Intel(R) Pertium(R) 4 CPU 2 60GHz 2600 MHZ 32 bts B0 % EEnab\ed _

4| |
|@j http!fjcodajiaMasterficonsolefheading-phpfwrapper php?panel=Inventory&host=nsmastertnodetype=hostcontext=Tresg l_ l_ l_ \_J Local intranet 4

Figure 12. Starting UltraVNC Viewer on a host
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2. When prompted, enter the password used when VNC Server was installed or configured

on the target host (nsmaster in the example).

3 Tight¥nC desktop [nsmaster] - Microsoft Internet Explarer . . ) ;Llﬂﬂ
| e Edt vew Favortes Toos Help Hngdr'ess' [&1 hetpugnia0. 182 .6.150:5800, B> | o |

Dwscohne:ll Optigns | Clipkaard | Send:Cir|-Alt-De] | Refresh |

VNC Authentication

Password: 0K

al
distart| [ F-} Alerts - Micrasoft Outlaok | | Fl\lnetnub\wwwroot\mo..‘l B UserGuidensmastervd _ . | £ TightWNE deskiop [nsm@..‘l &L

Figure 13. VNC Authentication window

|»

3. Click OK. You now have full access to the remote host (nsmaster), although response times

may be longer.

Digconnect | Options | Cliphoard | Send Ctrl-Alt-Del | Refresh

WZD0DAS_FR (C:) Properties s 2lx|

Securiy | ShedowCopes |  Quata |
General I Tools | Hadware | Shaing

Type: Loecal Digk
Fils spstem;  NTFS

2964 521 984 bytes
5 425 263 104 bytes

W Used space:
W ireease

Caparity 339 765 038 bytes

D _Uklems|

™ Compress diive ta save disk space

¥ Allow Indexing Service to jndex this disk for fast file searching

oK I Cancel Al

Figure 14. Remote connection to a Windows host with VNC Viewer

You can now display information related to disk C: and perform corrective actions.
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=5 Note:

If you do not require full access to the remote desktop, you can also open a telnet
connection, if the telnet service is started on the remote host.

Linux Hosts

Webmin is used to remotely connect fo Linux hosts.

5" Note:

Webmin is a graphical tool for managing Linux systems and allows you to configure the
system, application servers (http, mail...), the network, and many other parameters. Webmin
is Open Source software and the Open Source Community regularly adds new modules.

Example:
You want to add a new user to your FRCLS2681 Linux host.

1. From the FRCLS2681 host menu, select Operations -> Operating System -> UsersActions

-> Users.
.
Bull  NovaScale Master
File Views Tools &l 3 B |
@ )
o Map  ||G Hosts B HOST:frcis2681 i
@ lerts | [ cooa ing | Reportin Operations:
Operating Systeri~|
-l frels2681 aoiy
-+ Last Updated: 20-08-2005 15:52:35
lﬂ mfrcISEQBD Shell U:datepdae:er\r 120 seconds
& my_manager ileSys
8 & rmy_manag | FlleSvstems  tgus  LastCheck  Duration Inforthiation
|£Iﬂ nsmastar Frocesses 0d 0h Om 325 age 0d 1h 3m 17s m?e OK - Packet loss = 0%, RTA =000
-8 STORE b Users
Password
RPM
Systernlogs
Met Config
b A—
| &] http: feodafhisMastet/consoleheading-php wrapper. php?0S=lnuxanet_name=Frols2681. Frel bul Frahost=Frcls26818nod l_ l_ l_ [%:J Local intranet v

Figure 15. Launching Webmin window

A Webmin page opens and prompts you for a user / password. As Administrator, you can
connect as root, with the corresponding Linux password.
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Figure 16. Webmin login window

5 Note:
If the Linux host is running in SSL mode the following message appears, before the Webmin
login page:
This web server is running in SSL node. Try the URL https://<hostname>: 10000/
i nst ead.

You must click the link indicated in this message.

You are now in the Webmin page that manages Users and Groups:

B Feedback

.0 6 0 0 0.8

Webmins systemi ServiersiNetworkings HardwiaresGlis ters s Others:

Users and Groups |

Local Users

Create anew user  Create, modify and delste users from batch file

e

T

Figure 17. Webmin interface on Linux hosts

2. Add a new user by clicking Create a new user.
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Managing Hardware

Using the System Native Hardware Manager

Hardware monitoring and management - such as temperature or voltage monitoring, remote
power control, access to BIOS or system logs - is not directly performed from NovaScale
Master.

Each type of server has a dedicated hardware manager that NovaScale Master uses to
perform these operations. NovaScale Master provides the appropriate menu item for each
server type: , that is:

+ PAM for NovaScale 5000 and 6000 series

* ISM for NovaScale 4000 series

« CMM for NovaScale Blade series

« ESMPRO for Intel based computers, running Windows
« RMC or ARMC for Intel based computers

* Any other manager that can be accessed via a URL.

Notes:

* The corresponding Hardware Manager MUST be installed and configured. Please refer to
the documentation delivered with the server for details.

* When the Hardware Manager is launched via a URL (Web GUI), the browser on the

console must be configured to access this URL without using an HTTP proxy.

« Connection to PAM, ISM, RMC and CMM hardware managers requires authentication.
Logins must be defined in the management modules before they can be used by
NovaScale Master.

CMM: only one session is allowed per user. You must therefore register one user for each
NovaScale Master Console (used when the Manager GUI is launched from the
Management Tree).

 NovaScale Blade hardware monitoring is performed through the CMM SNMP interface.
You must therefore declare the NovaScale Master server as SNMP Manager when you
configure the CMM.

To manage hardware, proceed as follows:

Step 1: Declare a HW manager and the hosts or platforms it manages.
Step 2: Reload the monitoring server to take the modifications into account.
Step 3: Call the HW Manager from the Tree pane.

Example:

Calling a configured PAM Manager:

The Operations -> Platform -> PAM item appears in the menu of the nsmaster host.
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Platfartn = | Onerating System=|

{8l frols 2681 Power Control Al
il fre1s5260 b PAM
7 mation
my_manager
nsma's['er Hame : CODA
STORE Domain : WORKGROUP
Model : POWERMATE MLE
Manufacturer : MEC Computers International
Physical Memory : 495 hibytes

Bios Information

Hame : AwardBIOS w6 00PG
Manufacturer : Phoenix Technologies, LTD
Yersion : IntelR - 4230231

Serial Humber : 102214830005

Uersion_, as reported by SMBIOS : V23

Processors Information

o ‘Hame

CRU
Enabled

Kl | i
jurapper.ph7panel=Invertoryhast=nsmascerbnocetype=fostbcontert=Trest | | [NJLocalnrenet.

CPUD Intel(R) Pertium(R) 4 CPU 2 60GHz 2600 MHz 32 itz B %

(] tpifcodeiNEMaterzonsoeheadng-oha
Figure 18. HW Manager GUI menu
Activating the Hardware -> PAM menu item calls the associated PAM HardWare Manager:

Status

Events B

F4B-10
Dormain Manager
[ Hardware Monitor

- [E]PAP
i~ [E] PAM ieb Site
& @ o PreB-

o

] @BBFanBoxes
[ SPSFanBoxes
£ PhB

B f28] [ MODULE 1

k-4 Histary Manager

o2 Servicing Tools

5

s Configuration Tasks

NovaScale

Figure 19. PAM Hardware Manager - Home Page

See the Administrator's Guide for details.
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Using the NovaScale Master Hardware Management Application
NovaScale Master also provides its own Hardware Management application that can be
used instead of the native hardware managers (e.g. PAM, CMM, ...). The NovaScale
Master Hardware Management application gives the same look and feel for all hardware
operations, independently of the target server type.

The application manages Power Control, and displays FRUs, Sensors and System Event Logs
for Express 5800 and NovaScale 4000, 5000 and 6000 series servers.

To start the application:

From the Console Management Tree, click the Operations -> Platform -> Power Control item

in the host menu.

da - NovaScale Master 5. Console - Microsoft Internet Explorer

Aull  NovaScale Master 8

e a e

File Views Tools

i

@ Map
@ Alerts

ﬂ Hosts

=l cona

= [l feis2681
EI frelsB260

o

| Power Caontral

Hame :
Manufacturer :
Version :

Serial Humber :

4

Flatfart = | Operating Systam=|

P A .
E’Eﬁ rriy_manager ' L
Jn nhsmaster Hame :
-8 5TORE Domain :
Model :
Manufacturer :
Physical Memory :

Bios Information

Version, as reported by SMBIOS :

Processors Information

Hame

CPUD Intel(R) Pertium(R) 4 CPU 260GHz 2600 MHZ

m HOST: nsmaster

111 [Operations

[»

CODA

WORKGROUP

FOWERMATE MLE

MEC Computers International

495 Moytes

AvardBlOs vE00PG
Phoenix Technologies, LTD
IntelR - 42302231
102214530005

Y23

Clock Speed Address Width Load over the Last Minute  Status
; U |
| Envaibe

| -

32 hits B0 %

| ¥

|@ httpificodajMaMastericonsolefheading-phpfwirapper php?panel=Inventory&host=nsmasterénodetype=hastcontext=Trests

[ [ [diocalintranet o

Figure 20. Launching Remote Hardware Management window
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a http://frcls6260 - NovaScale Master 4.0.1 - Remote Hardwar'e Ma TG

NovaScale Master

Remote Hardware Management B retresn @HE‘F

Host Selection
I——nu hosts— =
Host selection Pane

Host properties

Power Control

Hardware Information

Display Pane
Action Pane

Figure 21. Remote Hardware Management window

The NovaScale Master Remote Hardware Management application window is divided into
the following functional parts:

Host Selection Pane allows you to select the current host from all declared Express 5800
and NovaScale 4000, 5000 or 6000 series servers.

Action Pane displays the hardware operations that can be performed:
- Power control functions
- FRU visualization
- Sensor visualization
- Event log visualization

Display Pane displays parameters forms, messages and command results.
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Following a Performance Indicator over a Large Period

It may be interesting to follow the evolution of certain performance indicators over a large
period (e.g. the evolution of the memory use).

Performance indicators can be collected from NovaScale Master monitoring data or SNMP
protocol, as described below.

To collect and visualize performance indicator reports, proceed as follows:

1.

Launch NovaScale Master Console from the NovaScale Master Home Page.

2. Click the Reports icon to display the list of all available reports.

3. Select the report you want to display from the indicators list.

162.6.198 - NovaScale Master 4.0.Z - Report - 129.182.6.198 - Microsoft Internet Explorer

To display a report, click on an indicator report.

Indicator reports

frole5208 NEM_t ing. SystemLoad.CPU
5208 memary. MSh_manitaring SystemLoad Memary

Figure 22. NovaScale Master Reporting Indicators Home Page
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The following display appears:

e N FEmey Loy
“ File  Edit Wew Favortes Tools Help “Ac_ldress| .#|

-

Systeml.oad.CPU on FRCLS35208

The statistics were last updated Friday, 20 May 2005 at 13:27

"Daily' Graph (5 Minute Average)

= s S B - 375 EEF )
39.0
T
§ 26,0
ad
13.0
0.0
6 8 10 12 14 16 418 20 22 0 2 4 6 4 10 12

Max 500 Average 130 Current 140

"Weekly' Graph (30 Minute Average)

36.0 - - - E : Iy 20 2005 153:2?

Huzed
=
=]
f=d

Thu Fri Sat Sun Man Tue Wed Thu Fri

Max 330 Awverage 130 Current 210

‘Monthly' Graph (2 Hour Average)

2.0 13 - : _ May 20 2005 12:32
24.0
16.6

Huzed

8.0

0.0

Week 16 Week, 17 Week 18 Week 19 Week 20 LI

Edite de réception - Micr. .. | E:} F."I,Inet]:ub'gi-ﬁeroot'l,Nq. o | @ UserGuideMSmastervd W... | é 4 Internet Ex

Figure 23. NovaScale Master Reporting Indicators - example

This display shows 4 graphs (3 visible in the example). Each graph shows the evolution of an
indicator (here CPU load) for different periods (daily, weekly, monthly and yearly).
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NovaScale Master Configuration

Please refer to the Administrator's Guide for details about configuration tasks.
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Chc(lrter 3. Using NovaScale Master Console Supervision
Modes

The NovaScale Master console provides three supervision modes, each providing its own
representation of the NovaScale Master monitored resource:

+ Tree mode
¢ Map mode
» Alerts mode

Whatever the mode, the characteristics of a selected monitored resource are automatically
displayed in the Supervision Pane.

= Note:

For further information about Console Basics and Console Security Access, refer to Console
Basics and NovaScale Master Authentication and Roles.

Working in the Tree Mode

When you select the Tree radio button, a Management Tree is displayed in the Supervision
Pane.

Management Tree Basics

The Management Tree is a hierarchical representation of the resources defined in the
NovaScale Master configuration. Each resource displayed in the tree is represented by a
node that may or may not have subnodes.

ﬂ Hosts

=& BsmTESTY

E|(§) EventLog
[ Application
. Security
...... ) Systern

cﬁ Internet
@ LogicalDisks

Figure 24. Management Tree
Double<lick a node or click the +/- expand/collapse icon to display subnodes.
Select a node to automatically display its characteristics in the Supervision Pane.

Right-click the mouse to display the specific node menu.
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{8l Hosts
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= EventLog
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¢ LogicalDl
F( Systembow

Diagnosis

Animation

Check Aftrlbutes

|

Figure 25. A service node menu

Upper the Management Tree, a menu provides the File, Views and Tools commands:

File Views Tools |@ 3> B || m
HardwareManagers
HostGroups
Close Hosts
Hicle Tree Storagemanagers

Figure 26. Management Tree menu

Management Tree Menu

File -sload

Views

Tools -> Find

-> Refresh Delay

Selects a view to be loaded.

->Reload Reloads the current view if the configuration has been modil
fied.

-> Close

>Hide Tree Closes the current view.

Hides the tree to display the whole Supervision Pane

Displays the list of all loaded views: you can select one view.

Allows you to search a node in  pymmgmsm—"

=
the current view according to " *
its name or part of its name.
[" Startfrom Root M Circulate
1~ Starts with & Foraard
* Contains " Backward
" Ends with

i~ Matches exactly

Mext |

[ Respect caze

Cancel |

modify the Management Tree

animation refresh delay. detay: | 1202] seconds

Cancal !

The default refresh delay is
120 seconds.

This dialog box allows you to x|

Figure 27. Management Tree commands

Note:

The refresh delay is only used by the Management Tree, not by applicative panes.
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Management Tree Animation

The Management Tree is animated according to the following rules:

 Color is dependent on status:

Red CRITICAL
Orange WARNING
Magenta UNKNOWN
Green oK

Blank UNMONITORED

This color scheme is applicable to hosts and services.

« When a node has subnodes, the node icon is split in two. The top left triangle is animated
to represent node status and the bottom right triangle to represent subnode status (i.e. most
degraded status).

* Host and associated monitoring services node icons are animated to represent self-status.
All other node icons are animated to represent subnode status (i.e. most degraded status).

Example:

SYSMAN (root node) and associated services are self-monitored. The top left triangle is
GREEN, showing that host status is OK (the ping operation is successful), but the bottom right
triangle is RED, showing that at least one service status is CRITICAL.

o Bl 5vsman

EI|=_“| EventLog
C} Application
{:} Security
) System
-4 LogicalDisks
A

=24 SystemLoad

=2 WindowsServices
-3 EventLog

Figure 28. ManagementTree animation - example

Rightclick the animated nodes to display the Diagnosis and On/Off menus:

|—D System
Animation Diagnosis
Check Attributes iff

Figure 29. Animated node menu

Diagnosis  displays an animation information window.
On activates node animation.

Off deactivates node animation. This option is useful if you decide not to ani-
mate a specific service or host.
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Example:

Animation of the System and All services nodes has been deactivated. As these nodes are no
longer monitored, status is not propagated (icons are BLANK) and SYSMAN (root node)
status is now OK.

=8 5vSmAN
: =3 EventLog
E £ Apnlication
f_} Security
. () System
.:. 2] LogicalDisks
oY
:| 3 SystemLoad
- 8 cru
| j@ Mty
B - WindowsServices
@ EwventLog

Figure 30. Deactivating supervision - example

Note:
Monitoring services are independent due to the server polling mechanism. This may create a

temporary de-synchronization during an animation refresh.
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Management Tree Nodes

Each NovaScale Master monitored resource is represented as a node with a specific icon in
the animated Management Tree. Management Tree nodes are animated according to node
status. When a node is selected, its characteristics are automatically displayed in the

Supervision Pane.

Monitored Resourcest Icons Description

Root Node 0 First node in the tree.

HostGroup fg  Hosts can be grouped into hostgroups. For example, an
administrator can define a hostgroup containing all NT
servers. Doing so allows you to quickly identify a host in
a degraded state, as host status is propagated up to the
hostgroup node.

Group A Groups allow you to gather other groups and hostl
groups in coherent entities. Refer to the Administrator’s
Guide for details.

Platform g A platform is a physical group of hosts of the same
type.

Hardware Manager Q. Several hardware managers can be displayed:

~+ PAM Manager for NovaScale 5000 and 6000
Series Platforms.
« CMM Manager for NovaScale Blade Series Chassis.
 ISM Manager for NovaScale 4000 series Platforms.
» ESMPRO Manager for Express 5800 hosts.
* RMC manager for Express 5800 hosts.
* Any other hardware manager.
Storage Manager Q. Two storage managers can be displayed:
~+ S@N.IT! Manager for shared host storage via a
SAN.
* Any other storage manager.
Host fl iaé4 A hostis composed of categories.
M ia32
& other

Category g A category contains specific monitoring services. For
example, the Systemload category contains the CPU
service and the Memory service.

Service ) Each service belongs to a category.

Table 2. Management Tree nodes
Note:

Currently, NovaScale 64 bits is applicable to NovaScale 4xxx, 5xxx and éxxx servers and
NovaScale 32 bits is applicable to NovaScale 2xxx and Express 5800 servers.
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Root Node

The Root node is the first node in the tree. The top left triangle reflecting self-status is always
blank (unmonitored). The bottom right triangle reflects the most degraded subnode status
(host and services).

i3 Root node menu

Expand Shows a tree view of all hosts, hostgroups or managers in the
configuration.
Animation Briefly explains resource status.
Table 3. Root node menu

Hardware Manager Node and Status Levels

3-6

A HardwareManager node represents one of the five types of hardware managers listed in
Table Management Tree Nodes above.

PAM and CMM Managers Status Levels

The top left triangle reflects self-status and the bottom right triangle reflects the most degraded
subnode status (hosts and services), as shown in the following table:

Manager (PAM, CMM) Status Levels

Status Description

PENDING The service has not been checked yet. Pending status occurs

(gray) only when nagios is started and disappears as soon as services are
checked.

- The manager is up and running.

WARNING The manager has a problem, but is still partially up and run
(orange) ning.

An internal plugin error has prevented status checking. An unl
known status is considered as a warning status.

The manager has a serious problem or is completely unavaill
able.

Table 4.  PAM and CMM status levels

RMC Managers Status Levels

The top left triangle reflects power status and the bottom right triangle reflects the most
degraded subnode status (hosts and services), as shown in the following table:

Manager (RMC) Status Levels
Status Description
PENDING The service has not been checked yet. Pending status occurs
(gray) only when nagios is started and disappears as soon as services are
checked.

The power status is on.

An internal plugin error has prevented status checking. An unl
known status is considered as a warning status.

The power status is off.

Table 5. RMC status levels
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ISM and ESMPRO Managers Status Levels

The top left triangle reflecting self-status is always blank (unmonitored). The bottom right
triangle reflects the most degraded subnode status (hosts and services).

T

Hardware Manager Node Menu

Expand -

Animation

> PAM manager

-> CMM manager

Shows all NovaScale 5000 and 6000 Series
platforms managed by this PAM manager.

Shows all NovaScale Blade Series Chassis managed

by this CMM manager.

-> RMC, ISM or ESMPRO  Shows all hosts managed by these managers.

-> other managers

Shows all hosts managed by these managers.
Briefly explains resource status.

Table 6.

StorageManager Node

Hardware Manager node menu

The StorageManager node represents either the S@N.IT! Manager or any other storage

manager.

The top left triangle reflecting self-status is always blank (unmonitored). The bottom right
triangle reflects the most degraded subnode status (hosts).

B

Storage Manager node menu

Expand
Animation

Shows all hosts managed by this manager.
Briefly explains resource status.

Table 7.

Note:

Storage Manager node menu

The S@NIT Web GUI is based on an java applet technology. So, don't close the first
launched browser windows which doesn't contain the GUI but the applet itself.

Platform Node and Hostgroup Node
A Hostgroup node represents a group of hosts. A platform node is a specific hostgroup
node, which represents a group of hosts of the same type.

The top left triangle reflecting self-status is always blank (unmonitored). The bottom right
triangle reflects the most degraded subnode status (hosts and services).

Ug Platform Node and “f  Hostgroup Node Menus
Expand Shows the hosts contained in this hostgroup or this platl
form.
Animation Briefly explains resource status.
Table 8. Platform node and Hostgroup node menus

Using NovaScale Master Console Supervision Modes
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Host Node and Status Levels
A Host node represents a single host. The top left triangle reflects self-status and the bottom
right triangle reflects the most degraded subnode status (services).

Host Status Levels

Status Description

PENDING Host status is unknown because no associated service has been

(gray) checked yet. Pending status occurs only when NetSaint is started, and
disappears as soon as at least one associated service is checked.

The host is up and running.
The host is down or unreachable.

Table 9. Host status levels
E @ 2 Host Node Menu
Expand Shows all monitoring categories associated with
this host.
Animation -> Diagnosis Briefly explains resource status.
->On / Off Activates / deactivates node animation.

Table 10.  Host node menu

Category Node

A Category node contains specific monitoring services.

The top left triangle reflecting self-status is always blank (unmonitored). The bottom right
triangle reflects the most degraded subnode status (services).

& Category Node Menu

Expand Shows all monitoring services belonging to this category.

Animation Briefly explains resource status.

Table 11.  Category node menu

Services Node and Status Levels
A Services node is a leaf node.

The service node reflects the service status computed by the monitoring process, as shown
the following table:

Service Status Levels

Status Description

PENDING The service has not been checked yet. Pending status occurs only

(gray) after NetSaint is started and disappears as soon as services are
checked.

_ The monitored service is up and running.

WARNING The monitored service has a problem, but it is still partially up
(orange) and running.

An unreachable or internal plugin error has prevented service
status checking. An unknown status is considered as a warning
status.

The service has a serious problem or is completely unavailable.

Table 12.  Service status levels
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Service Node Menu

Animation -> Diagnosis

-> On / Off

Briefly explains resource status.

Activates / deactivates node animation.

Table 13.  Service node menu

Management Tree Views

Management Tree views allow you to represent monitored resources according to your needs
at a given time. The Management Tree provides four standard views:

Hosts View

* Hosts
* HostGroups
¢ HardwareManagers

» StorageManagers

The default view is the Hosts view, but you can load another view by selecting:

File -> Load -> SystemMgt -> view name

Once several views have been loaded, you can switch from a one view to another by

selecting:

Views -> view name

SystemMaot f Hosts
Systermmoty HostGroups
Systembdgt f StoragedManagers

Standard Tree Views

Hosts View
HostGroups View

HardwareManagers View

StorageManagers View

All hosts are displayed under the root node.

All hostgroups in the configuration plus all NovaScale
5000 and 6000 Series platforms and NovaScale Blade
Chassis are displayed as hostgroup nodes with their assoll
ciated hosts.

All hardware managers in the configuration are displayed.
Each manager node contains the hosts that it manages.
For example, the PAM manager nodes contain the NovaSQ
cale 5000 and 6000 Series platforms and the CMM man(
ager nodes contain the NovaScale Blade Chassis.

All storage managers in the configuration are displayed.
Each manager node contains the hosts that it manages.

Table 14. Tree views

Note:

As Administrator, you can create customized views to meet your own criteria. Please refer to
the Administrator's Guide for details.

The Hosts view is the default view. All the hosts in the configuration are displayed with their
monitoring services classified by category (Eventlog, LogicalDisk ...), as shown in the

following figure.
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ﬂ Hosts

=&l BSMTESTY
6? EventLog
@) LogicalDisks
(ﬁ) Systemlboad
@ WindowsSernices

JH FamEDDD_DIDOD

Bl FRCLE2681

~JEL Pam1

el Pam2

+-Jfll PROTOS

-l TIGER_S1

!.H..H..H.E

Figure 31. Hosts view

HostGroups View

The HostGroups view displays all the hostgroups in the configuration.

Hosts are displayed under each hostgroup, with their monitoring services classified by
category (Eventlog, LogicalDisk ...), as shown in the following figure.

ﬂ HostGroups

(- FAMEDOD

EIEQ Lir

- JBl FrRoLS 2681

w0 PROTOD

EQ Systembat

EI% Windows
-l BSMTESTY
-l FamEDOD_DIDD
---. PROTOS
m-Jlfll TIGER_S1

Figure 32. HostGroups view

In the example shown above, the administrator has defined a Windows hostgroup grouping
all Windows servers. The bottom right triangle of a hostgroup icon is not green, meaning
that a host or a service has a problem. The operator can expand the hostgroup icon to
identify the host or service with a problem.

HardwareManagers View
The HardwareManagers view displays all the managers in the configuration:

« PAM Managers, displaying NovaScale 5000 and 6000 Series platforms with their hosts
(domains)

+ CMM Managers displaying NovaScale Blade Chassis with their hosts (NS 20x0)
+ RMC, ISM or ESMPRO Managers displaying other hosts.

3-10 User's Guide



* Hosts are displayed with monitoring services classified by supported category (Hardware,
Eventlog, LogicalDisk...), as shown in the following figure:

ﬂ HWW Managers
=T Chn1
IJ;'I—% chassisi

e biade
FileSystems
Hardware
LinuxSerices

Syslon

SystemLoad

=HIEL hlade?

IJ:'I—@ Hardware
L3 Health

sl hlade3

=T PAM1

IJ;'I—%fame-ptﬂ
-l farmenon

LogicalDisks
SystemLoad

WindowsSenices

Figure 33. HardwareManagers view
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StorageManagers View
The StorageManagers view displays all the storage managers in the configuration.

Hosts are displayed with monitoring services classified by supported category (Storage,
Eventlog, LogicalDisk ...), as shown in the following figure:

ﬂ Storage Managers
-G NEC-STORAGE
eIl farmenon
EventLog
Hardware
LogicalDisks
SystembLoad

WindowsSenices
=T SAMITY

IJ:'I—@" Storage
L3 sanitStatus

leo

Bl delphi

B hadock
B pegasze
Bl punch
Bl ulvsse

Figure 34. StorageManagers view
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Working in the Map Mode

When you select the Map radio button, the Map, Focus and Problem Panes are displayed.

"5 Note:

The Map and Problem panes are always synchronized.

+ The Problem pane lists the problems that occurred on hosts belonging to hostgroups on the
current map. Each hostgroup is represented by an animated rectangle (rectangle
dimensions are specified in the Configuration GUI). The Select a map box allows you to

select another configured map.

+ The Focus Pane lists all the services (with their status) configured to be displayed in this
pane. As Administrator, these monitoring services are highly important and need to be
displayed in a specific pane. This pane appears only when there exists configured focus
services. (See Administrator's Guide for more information).

Map radio
button

Focus Fane

F'rnl:ulem-F'ane

. L ST e e
el | s - - -
u-‘- - i e
Krcaboes i il j
e e A LemOel Deraton Infpimatan
ML Eretuon Breaby It g S e ek b e D
- LT ik ] T e :WJ-m'.wq.. Du s T ) s S r i bl 38 W
Ermtigs Soam by f oI Se e mo Oe e ity Sna
AR | [SRR— LT =l

Figure 35. Map mode

In the Map Pane, hostgroups are displayed and animated with their computed status. Their
positions (x,y) are specified in the Configuration GUI.

Hostgroup status is the most degraded status of corresponding hosts and monitoring services.

The Problem Pane lists all the problems that occurred on any host belonging to the hostgroups
on the map. You can navigate thru internet links and return using the Back button.

5 Note:
For each Map, a corresponding internal hostgroup (with name "<MapName>_map" is
generated for the monitoring server (used by the Problem Pane).

If you want to zoom a specific hostgroup, select it on the map. When the mouse is hovered
over a square representing a hostgroup, an Infotip displays the hostgroup name and position

(xy):
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NovaScale Mastar

posttion : fine : 18, column: 7]

fE HOSTGROUP: perso
Wnitoring [T

| Statis Cvarview | Statis Grid | Status Detail |

Services detail

‘Host | Senvice | Status | LastCheck | Duration | Information
ERCLE2703 EventLog Security 0dOh1m 47sago Od1h 36m 35 110 new events for the last 30 mn!

FRCLS3104 fr ad bull net Eventlog Application 0cl Ok 2m 305 ago  Ocl Oh52m 255 28 new events for the kast 30 mnl

Arels2101 frelbull fr EventLog Application OcOh2m3sago  Od Oh 16m 552 2 new events for the last 30 mnl

Figure 36. Hostgroup details

When a hostgroup is selected, the status of all the hosts belonging to that hostgroup are
displayed, along with three links to more information:

* Hostgroup name link (perso in Figure):

This link opens a new window giving grid status information about all current hostgroup
host services.

@ HOSTGROUP: perso

| Reporting |

| Status Ovenvew | Status Grid | Status Detail |

Bre

:

Host Senvices

Figure 37. Hostgroup link information
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* Host name link (frcls2101.frcl.bull.fr in Figure):

This link opens a new window giving monitoring information about all current host

services.

Monitoring
| Host Status | Services Status | Coriral |

Services detail

Service Status Last Check Duration
Eventl oy Application OdOh1m 132 a0 Od Oh 21m 7s
Evertl oy Security il 0d OhOm 17z ag0 Od Oh 25m 11s
Eventl oy System oK 0d Oh Sm Bs ago O Oh 25m 15

LogicalDizks All 1d3h17m 31s

M 0cd Oh 4m 425 au0

PN ok 0d Oh 3m 565 ago0 1d 3h17m1s
SystemLosd. CPU ok 0 Ok 3m 255 ago Od Oh 23m 17s
Systemload. Memony (1] 0d Oh 2m 535 ago Od Oh 22m 463
WindowsServices Fuentl og (14 OdOh2mBsago  Od Oh22m1s

Figure 38. Host services

o Alerts link:

This link opens a new window giving alert information about all current hostgroup host

alerts.

G HOST:frels2101frelbullfr &

Information

2 nevy everts for the last 30 mol
OK: no nevy events for the last 30 mn

OK: no new evenits for the last 30 mn

CONMECTION ERROR - MS Master Management Agent MOT
LISTEMING : cannot connect sacket for host
frels21 01 frelbull fr and part 1246 - Connection refused

PING Ol - Packet loss = 0%, RTA = 0.00 me

CPU Load OK (1mn: 19 (10mn: 2%

Memory Usage OK (total: 24670k (used: 352Mhb, 14%) (free:

2115hk) (physical 1022Ma)
OK:'Eventlog'

21-04-200516:55:33  frols5504 frel bull fr Evertl oo Security

21-04-200516:50:29  frels5504 frelbull fr Evertl oo Security

21-04-2005 16:33:53  frols21 01 frelbull fr Evertl oo Application

21-04-2005 16:38:59  frols? 04 frelbull fr WindowsServices Eventlog

21-04-200516:38:14  frels21 01 frelbull fr Systemload.Memary

21-04-2005 16:37:43  frols21 01 frelbull fr Systerml oad CPU

21-04-2005 16:35:59  frels2101 frelbull fr Eventloc System

Figure 39. Hostgroup alerts
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iod |Last 7D -
o) Iﬁmu SERWICES ™ = Report Period | Last 7 Days l
il ax ltems: |3DU Apply I Reset
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Time Host Senvice State  Count Information
21-04-200517:00:09 FRCLS2703 Eventl o Security 0K 1 OHK: no new everts for the last 30 mn

1 545 newr everts for the last 30 mnl
0K 1 OH: nio new events for the last 30 mn

1 2 newr everts for the last 30 mnl

0K 1 OK:'Eventlog'

oK 1 Memory Usage O (total: 2467k (used:
351hb, 14%) (free: 2116Mk) (physical 10224b)

oK 1 CPU Load OK (1mn: 23] (10mn; 2%

oK 1 O nonew events for the last 30 mn



Working in the Alerts Mode

Alert Basics

The Nova Scale Master Alert Viewer application displays monitoring alerts (also called
events) concerning a set of hostgroups, hosts and services.

The application provides filter functions in order to display alerts on all monitored resources
or on only a subset of these resources.

Whenever a service or host status change takes place, the monitoring server generates an
alert, even when status passes from CRITICAL to RECOVERY and then to OK. Alerts are stored
in the current monitoring log and are then archived.

The NovaScale Master Alert Viewer application scans the current monitoring log and
archives according to filter report period seftings.

ALERTS
| Reporting

| Alert Viewer |

Alerts type

L‘EEII“ALL HOSTGROUES = ;] Hosts and Services vI

@ lxxALL HOSTS = ;l Alerts level Al - I~ History

i Last 7D - l
O IxxALL SERVICES ™ ;I Report Period 3zl ays
hdax ltems: 115

[ Mot adnowledged

Apply | Reset |

Matching Alerts Date/Time Server: 02-05-2005 14:38:2;

Time Host Service Information

3-16

02-05-2005 14:36:24  frcls3104 Eventl oo Application
02-05-2005 14:33:30  namaster Evertl og.Security
02-05-2005 14:33:05  namaster WindovwsServices Evertl og
02-05-2005 14:32:40  namaster Evertl oo Application
02-05-2005 14:3210  nzmaster Systeml oad Memary
02-05-2005 14:31:40  namaster Systemload CPU
02-05-2005 14:31:00 npsmaster PING

02-05-200514:30:10  namaster LogicalDisks &l

02-05-2005 14:30:04  nemaster-rme RMC PowerStatus

02-05-2005 14:29:47  namaster Evertlog. System
02-05-2005 14:29:47  namaster i,
02-05-2005 10:3210  frole3104 Evertl og.Securit

CRITIGAL

CRITICAL

u M

e

Figure 40. Nova Scale Master Alert Viewer

4 newy everts for the last 30 mnl
connect : Connection timed out
connect : Connection timed out
connect | Connection timed out
connect : Connection timed out
connect : Connection timed out

PING CRITICAL - Packet loss = 100%

CONMECTION ERROR - HOST DOV OR UNREACHABLE :
cannot connect socket for host nemaster and port 1246 -
Connection timed out

Chaszsis Power iz off
connect : Connection timed out
PING CRITICAL - Packet loss = 100%

OK: no newe events for the last 30 mn

Nova Scale Master Alert Viewer is divided into two main functional parts:

+ The Selection Pane, where all filters are taken into account like a logical AND. Exception:
when the Alert level is set to display Current problems only, the Time Period is
automatically set to This Year, and cannot be modified.

* The Information Pane, which displays filtered alerts.
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Alert Selection

Note:
By default, alerts for all hostgroups, all hosts and all services are displayed.

EEQI“-&«LL HOSTGROLFS = ;l Alers type IHosts and Services _Y_J Mot acknowledged

B[ aLLHOSTS =

= Alerts level | Al B D

| ™ BLL SERWICES ™ =]

Report Period !Last?Da_l,ls ;]

Max [tems: !‘I g Apply I Heset I

Figure 41. Alert Selection
Selecting Hostgroups, Hosts and Services
You can filter hostgroup, host and service Alerts from the Selection Pane, in any combination:

» When you select a specific hostgroup, only the hosts belonging to that hostgroup are
selected.

» When you select **ALL HOSTS**, all the hosts belonging to the previously selected
hostgroup are selected.

» When you select a specific host, only the services belonging to that host are selected.

» When you select **ALL SERVICES**, all the services belonging to the previously selected
host are selected.

» When you select **ALL HOSTS** and **ALL SERVICES**, all the hosts belonging to the
previously selected hostgroup (or all hostgroups) are selected and all the services
belonging to those hosts are selected.

Example:

@ l MS_Mazter
@_ | nzmaster
) I Systemload CPU

=l |

Figure 42. Alert selection - example

In this example the user has decided to select all alerts concerning SystemLoad.CPU on the
nsmaster host in the NS_Master hostgroup.

Selecting Alert Type

You can filter alerts according to the following alert types:
- Hosts and Services
- Hosts

- Services

Note:
By default, Hosts and Services is selected.
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Selecting Alert Level
You can filter alerts according to the following alert levels:

« All alerts
displays all alerts.
* Major and Minor problems
displays host alerts with DOWN or UNREACHABLE status levels.
displays service alerts with WARNING, UNKNOWN or CRITICAL status levels.
* Major problems
displays host alerts with DOWN or UNREACHABLE status levels.
displays service alerst with UNKNOWN or CRITICAL status levels.
« Current problems
display alerts with a current non-OK status level.

When this alert level is selected, the Time Period is automatically set to “This Year' and
cannot be modified.

Note:
By default, All is selected.

Selecting Acknowledged Alerts

As Administrator, you can acknowledge alerts and decide whether they should be displayed
or not.

|Acknowledge icon |

02-05-2005 15:32:24  nzmaster Eventlog. Application 'l"':, m 1 dnesy events for the last 30 mnl

Figure 43. Acknowledged alerts selection

Note:
By default, All alerts is selected (acknowledged or not).

Selecting Alert Histories

By default, all the alerts concerning a particular service of a particular host with a given
status level are displayed in a single line:

+ The Count field lists the number of similar alerts over the specified Report Period.
* The Time field displays the time when the most recent alert was generated.
+ The Information field details the most recent alert.

When you select this option, each alert is displayed in a different line:

* The Time field displays the time when the alert occurred.

Selecting Time Periods

The user can specify the period of time over which alerts are displayed:

* Last 24 Hours

 Today

* Yesterday

« This Week
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* Last 7 Days

* Last Week

* This Month

* Last Month

« This Year

 Llast Year

¢ *CUSTOM PERIOD*

When you select *CUSTOM PERIOD*, you can specify time period start and end dates. The
default *CUSTOM PERIOD* setting is the beginning of the current month through to the current
date.

Note:
By default, alerts over the Last 7 Days are displayed.

Selecting Max ltems

This option allows you to specify the maximum number of lines displayed.

Note:
By default, the Max ltems setting is 15.

Alert Information
Alerts give the following information:

+ Time: i.e. when the alert occured

» Host Name: i.e. where the alert occured

» Service Name: i.e. where the alert occured
+ Status Level

« Count

* Information

Note:

The Count field is always set to 1 if the History option is set to true. Otherwise, the Count
field indicates the number of alerts with the same status level. Time and Information fields
concern the most recent alert.
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Supervision Information

Supervision Information Basics

The Supervision Pane displays information about monitored resources and works exactly like
a WEB browser. You can click a link, retrace your steps (back, forward), reload a page,
detach a page and print a page. The Supervision Pane is divided into five functional parts,

as shown in the following figure:
| Tool Bar | Title Area

EEE e \ ) i
[l HOST:freis6260
Flatform= | Operating Syslem=|
Systam
b Process I ak Unknowmn
el 2 o I 0
RPN Products
Sstam Lons Click an statuz links to dizplay the selectad senicas

Last Upd aied: 23-08-2006 142152

Service details Undaled suen 120 sesands

Senvice Status Last Check Duration Information
FileSyztams All O | DzinZn2Szage OddniTmdls G o Sl dsks less than
Uniskle to get the URL of the
Haridware Health CULGEENR Od O Om 595 apo  Od dh 21m 34z PAM menager on

cada frcl bl i
. Q6 - 1 processes running wilh
IniSeryices sysiogd OF  odoeimi4zago Oddh20mdEs S o Py e SvEload

Information N T
area e i PINCE O - Prcket loss = (6%,
falls] OE D On Smszage Gd4h19mSTE el nanme L

Slorsgs SanitStatus D 06 20 255 Ao Od 4k 13m 10 ISSME%?D Fostis unknowen in
GELLE
SyziogAuthentFailures Oi 0y 2m 252 ago Bd dh18m 215 (Service Check Taned Out)

Susteml nad CPI 0K 0atnZm25san0 Gddh 1T dde o eREan s (), 4%
Statss; OH - (total; BOZINE)
Sytemoad Memory o O im S22 ago  Od dh 21m 272 (used 15568b, 275 (free:
i ] 44524db) (physacat 20070
Syglerlond Progesses oK D O im 12z ago Od 4k 20m 395 OF - 39 processes running
Systewnl nad Users 0¥ odtmiSuSsagn  Oddhd0mSls Seens o -7 Usirs cumente

logged in

Figure 44. Supervision Pane

5 Go back one page
] Go forward one page

Tool Bar

[2] Reload the current page

Modify the information pane refresh delay
"2 Reload the first page page

=) Detach the current page to a separate frame
[H pag P

Displays the selected monitored resource icon, type and name.
"1 Only available for hosts. Gives a short description of the selected

Title Pane

host (name, model, OS, netname and domain).

Allows you to select the type of functional domain you want to access,
according to the selected resource: Monitoring, Reporting, Inventory,
Operations.

Menu Levell

Menu Level2 Allows you to select the information or operation you want to access,

according to selected Level 1 information.

Allows you to select the information or operation you want to access,
according to selected Level2 information.

Menu Level3

Information Pane  Displays selected information about the selected resource.
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Monitoring Information
The following table lists the available information types and associated supervision scope.

Information Type Supervision Scope

Status Overview Root nodes of Hosts and Hostgroups Views (Tree)
Hostgroup

Status GRID Root nodes of Hosts and Hostgroups Views (Tree)
Hostgroup

Status Detail Root nodes of Hosts and Hostgroups Views (Manl
agement Tree)
Hostgroup

Host Status Host

Service Status Service

Network Outages Not yet supported

Config Root nodes of Hosts and Hostgroups Views (Iree)

Log Root nodes of Hosts and Hostgroups Views (Tree)

Control Root nodes of Hosts and Hostgroups Views (Tree)

Table 15.  Monitoring information
Status Overview
This screen allows you to view the current status of all monitored hosts and services.

» When you launch this screen from the hostgroup node, a status overview of all hostgroups
(or a particular hostgroup) is displayed.

Hostgroups Overview

Host Group Host Status Totals Service Status Totals

MS Mfaster 2R ARG
cetault mag ZUp TAERHING

Figure 45. Hostgroup Status Overview
Host Group Hostgroup name
Host Status Totals ~ Number of hosts classified by status level in the hostgroup
Service Status Totals Number of services classified by status level in the hostgroup

» When you launch this screen from the host node, a status overview of all hosts is
displayed.

Hosts Overview

Host Status Services
ToE
frels31 04 LIP- 1 ARNING
nstmaster P g0k
nemaster- up SO
rmc 2 { PEHEIHG

Figure 46. Host Status Overview
Host Host name
Host Status Host status level

Service Status  Number of services classified by status level
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Status GRID

This screen displays the name of all the monitored services for each host.

‘msmester | Everilon dpplcelion  Evenion Secliy
BME SustenloacRl
nemasterme’  PNG) RMCAls | (RMCPowerstalls

Figure 47. Host Status GRID
Host Host name

Service Status  Host services animated by status level color

Status Detail

This screen gives detailed information about selected hosts and/or services.

All Up
Ho=t i
Selaction 3 o 0 o o
Selected Host e f 4
Services 13 3 i 1 9 o Az
Click status links to display the selected hosts and senvices
Host details
Host - Status Last Check Duration Information

frelss10g Up Odd Ok 3m 525 ago Od 1h 45m 37 PING OK - Packet loss = 0%, RTA = 0.00 ms
nEmazter LR Od1h 4sm Sz ago 1d 2h 30m 33z (Host assumed to be up)
nemaster-rmc IJ,F: Od 1h 43m 30z ago  1d 2h 28m S8 (Host assumed to be up)

3 Matching Host Entries Displayed

Figure 48. Hosts Status Detail
The Selection Pane allows you to select host and service according to status level:

Host Selection Number of hosts with Up, Down, Unreachable or Pending status.
You can select hosts according to status: All hosts, Problem hosts, or
Specific hosts.

Selected Host Services Number of services with OK, Warning,Unknown,Critical or Pending
status. You can select services according to status: All services,
Problem services, or Specific services.

Information details gives host details if host is selected and service details if host and service
are selected.

See Host Status and Service Status for more information.

Host Status

3-22

This screen gives a detailed view of the status of the selected host.
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Host detail

Host Status Last Check Duration Information
freles104 up Odd Ok 2m &= ago Od1h 58m 532 PING O - Packet loss = 0%, RTA = 0.00 ms

Figure 49. Host Status
Host Host name

Host Status Host status

Last Check Time since the last check occurred
Duration Time since the current state was set
Information Additionnal information about the host state

Service Status
This screen gives a detailed view of the status of all the services associated with the selected
host. Services can also be selected according to status level.

Al Ok Warning
2 I

Selected Host
Services

[0 0 o 0

Click on status links to display the selected services

Service details

Service Status - LastCheck - Duration - Information
Evertlog Application K 0dOhim29ssgo Od2hBm3ls oo oo nEweverts forthe
EventlLog Security VIS 00 0n0m 425 ago 0dOhSm31s  Slew everts for the last
Evertlog System - Oc Oh 4m 555 ago O 2h dmdls S Dew events for the last
LogicalDisks All oK 0d Ohdm Bz ago  Od 2h dm8s DIZKS Ok all disks (Do)

lesz than 50% utilized

FING 0K 0o 0h3m 205 agn Od 2k 3m20s o D - Packet ioss = 0%,

RTA = 0.00 ms
Systeml oad CPU BE - 0d0hom 3G sgn Od2h2m33s gy c0ge ORCCImI 5%

Memory Usage O (total
T1E2MB) (used: 285Mb,
2459 [free: B77ME)
(physical; 495k

Systerml oad Memony ok 0d Oh 1m 452 ago 0d 2h 1m 45

‘WindowsServices Eventl og Ok Od Ohim1dz ago Od 2h Bm1ds  OK'Evertlog'
& Matching Service Entries Dizplayed ( fiter: Service Status PENDING OK WARHING UHKHOWH CRITICAL)

Figure 50. Services Status
The Selection Pane allows you to select services according to status level:

Selected Host Services Number of services with OK, Warning, Unknown, Critical, or
Pending status. You can select services according to status: All
services, Problem services, or Specific services.

Information Details gives status details for the selected services:

Service Service name

Status Service status

Last Check Time since the last check occurred
Duration Time since the current state was set
Information Additional information about service status
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Config

3-24

This screen displays the Monitoring Server (nagios) configuration objects (hosts, hostgroups,
services, contfacts, contactgroups, timeperiods and commands) that you have defined .

Hosts

Host

Chilh

FRCLE1704

PAP

hladel
hlade2
charly.L
charly Wy

frcls0109

frcls1704

frcls3104

Figisras6 1. MEhitqring Servse Config

i1 650 frel bull fr
Iyrz

nsmaster

User's Guide

Description

hiost of
platform
manager
NS Master
SEerver
hiost of
platform
manager
no
de=zcription
no
de=zcription
no
description
no
description

no
description
System
Management
Server

test

Lirux 2.4.20
(kanium)

no
de=zcription

MEC 120 LH

Ohject Type: | Hosts

Adidress

192.1658.207 30

FRCLS1704

172.31.50.69

192.165.207 34
192.165.207 42
172.31.50.70
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Log

This screen displays the current Monitoring Server log file. You can also browse archived
events.

Archives log Current Event Log Current Log

25-07-2008 00:00:00 Eatliest Entries First: -

to
@ Present.. hiax ttems: |1 500 Apply |

File: fvarloginem_nagioshagios log

e
&

Juby 25, 2006 14:00
[25-07-2006 14:36:09] SERVICE ALERT: frcls3104;Eventlog System WARNING;HARD; 1,10 new events for the last 30 mnl
[25-07-2006 14:31:58] SERVICE ALERT: charly W, Evertlog System; QW HARD1; OK: no newy events for the last 30 mn

0 [25-07-2006 14:24: 28] SERVICE ALERT: FRCLE1704: Evertlog Sy stem; OH;HARD, 1; OK: no newy events for the last 30 mn

@
@

o
o
9

[25-07-2008 14:24:09] SERVICE ALERT: frolz3104; SystemLoad CPULOM HARD, 1;CPU Load OK ¢1mn: 5%) (10mn: 23%)

[25-07-2006 14:22:19] SERVICE ALERT: frclsG260;, Systemload CPU, CRITICAL HARD, 1; CPU Wtilization: 100% (1mn), §9%
(5mn), 44% (15mn) CRITICAL
[25-07-2006 14:22:03] SERVICE ALERT: frclsl 704, Eventlog. System; OH;HARD, 1, 0K: no newy events for the last 30 mn

[25-07-2006 14:19:58]) SERVICE ALERT: frcls3104; Eventlog. Security, OK HARD; 1, 0K no nevwy events for the last 30 mn

[25-07-2005 14:19:09] SERVICE ALERT: frols3104; SystemLoad CPUAWARNING HARD;1;CPU Load HIGH (1m: B5%) (10m;
5%

@ [25-07-2006 14:07:18] SERVICE ALERT: frolsG260;FileSystems Al OW;HARD, 1, DISKS OK: all disks less than S0% utilized.

v
Y

[25-07-2006 14:02:18] SERVICE ALERT: frols6260;FileSystems Al CRITICAL HARD; 1;DISK CRITICAL: [ Mmedis/cdracarder )
mare than 0% utilized.
[25-07-2006 14:01:58]) SERVICE ALERT: charly W, EventLog SystemWARNNG;HARD; 1; 1 nevw everts for the last 30 mnl

.

<

July 25, 2006 13:00
[25-07-2006 13:54:28] SERVICE ALERT: FRCLS17 04, EventLog. System,WARMING; HARD; 1,1 new everts for the last 30 mnl
[25-07-2006 13:52:03] SERVICE ALERT: frclsl704;Eventlog. System WARNMING,HARD; 1,1 new events for the last 30 mol

@ [25-07-2006 13:31:59] SERWICE ALERT: charly W, EventLog. Sy stem; Ol HARD, 1,0k no new events for the last 30 mn
1!) [25-07-2006 1.3:30:08] SERVICE ALERT: frols3104; Eventlog Security WARNING, HARD; 1 20 new everts for the last 30 mnl
1!) [25-07-2006 1.3:01:58] SERVICE ALERT: charly W, Evertlog System WARNNGHARD;1;1 nevw everts for the last 30 mnl

July 25, 2006 12:00

Figure 52. Monitoring Server Log

NovaScale Master Log shows all the events logged by the monitoring process:

The screen is divided into two parts:

+ The top part of the screen allows you to modify the display according to a set of criteria:

Event Log selection By default, only the entries recorded in the current

log are displayed. To see older entries, you can sell
lect an archived log.

Earliest Entries First Allows you to select the order of entries displayed.

By default, the most recent entries are displayed first.

* The bottom part of the screen displays logged events:

Host and Service alerts

Alert notifications

Alert acknowledgements

New comments

Configuration information messages

Miscellaneous
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Control
When you launch the Control screen from the Hosts or Hostgroups root nodes, Monitoring
Server information is displayed. You also have links to get Detailed Information and a
lanching point for sending commands to the monitoring server.

Monitoring server information Commands
Process Status O E: Stop the Montoring server
Program Start Time 25-07-2006 09:44:55 -v"'— Restart the Monitoring server
Total Running Time 0d 2k 4m 10z x Stop executing service checks
Lazt External Command Check 25-07-2006 11:45:55 x Stop executing host checks
Last Log File Rotation Fr8, x Dizable notifications
Monitoring server (Magios) PID 2260 x Dizable evert handlers
Motifications Enabled? YE=

) ] Detailed Information
Service Checks Being Executed? YES

II%:' Performance Information

Host Checks Being Executed? YE=

IIE Scheduling Gueus
Event Handletrs Enabled? YE=

Figure 53. Monitoring Server commands

Monitoring Server Information
Gives general information about the Nagios monitoring process.

Commands
Allows you to perform actions on monitoring functions.

When you click a command, you are prompted to confirm by clicking Commit in the
confirmation page. The command is posted for immediate execution by the Monitoring
Server.

Note:
Process Commands require Administrator rights.

Detailed information
Allows you to access detailed information about the performance and scheduling queue

Performance Information gives statistical information about the Nagios monitoring process
for each kind of check:

- the minimum, maximum and average time recorded for check execution

- the minimum, maximum and average time recorded for check latency (check delay
time due to monitoring server overload)

- the current number of active service checks
- the current number of passive service checks

- the current number of active host checks
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Performance Information

Active Service Checks
# Total Services:

# Active Services:
# Dizabled Services

Passive Service Checks

# Tatal Services:
# Paszive Services:

Active Host Checks

# Total Hosts:
# Active Checked Hosts:
# Mat Checked Hosts:

Figure 54. Performance statistics

79
74

78

16
16

Time Frame
==1 minute
== 5 minutes
== 15 minutes
==1 hour

Since program start

Metric

Check Execution Time
Check Latency

Percent State Change

Time Frame
== 1 minute
== 5 minutes
== 15 minutes
==1 hour

Since program start

Metric
Percent State Change

Time Frame
== 1 minute:
== 5 minLtes:
== 15 minutes:
== 1 haour:

Since program start:

Metric

Check Execution Time:

Check Latency:

Percent State Change:

Last Updated: 25-07-2006 11:52:18
Updated every 120 seconds

Checks Completed
16 (21 6%)

71 (85.9%)
74 ¢100.0%)
74 (100.0%)
74 (100.0%)

Min. Max. Average

=1 zec 32sec 1.635sec
=1 zec 2zec 0.000 sec

0.00%  24.80% 4.24%

Checks Completed
0[0.0%)
0[0.0%)
0[0.0%)
000.0%)
0[0.0%)

Min. Max. Average

0.00% 0.00% 0.00%

Checks Completed
B (37.5%)
9 (56.2%)
9(56.2%)
11 (68.8%)
15 (93.8%)

Min. Max.
0.00 sec 084 sec 0.252 sec

Average

0.00 zec 0.00 gec 0.000 sec

000%  1013% 1.02%
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Scheduling Queue displays the time of the last and next check for each monitored host or

service.

Check Scheduling Queue

Last Updated: 25-07-2006 14:22:07
Updated every 120 seconds

Host Senvice Last Check Next Check Active Checks
charly W Eventlog System 25-07-2006 14:16:50 25-07-2006 14:21:50 EMABLED
chatly L Systemlosd Memory 25-07-2006 14:16:50 25-07-2006 14:21:50 EMABLED
charly W Systemload Memory 25-07-2006 141651 25-07-2008 14:21:31 EMABLED
frols1 704 Systeml oad Memoary 25-07-2006 14:16:58 25-07-2006 14:21:58 ErABLED
frols 704 Eventlog System 25-07-2006 14:16:58 25-07-2006 14:21:58 EMABLED
frels3104 Logicallisks Al 25-07-2006 141702 23-07-2006 142202 EMABLED
Iyl PIMG 25-07-2006 141708 23-07-2006 142208 EMABLED
frels6260 Systembosd CPU 25-07-2006 141708 25-07-2006 14:22:08 EMABLED
frelsB260 FileSystems Al 25-07-2006 141708 23-07-2006 142208 EMABLED
bladel Hardware Health 25-07-2006 142109 23-07-2006 14:22:09 EMABLED
nsmaster PIMG 25-07-2006 141718 25-07-2006 14:22:18 EMABLED
nemaster-rmec BMC PowerStetus 25-07-2006 141719 23-07-2006 142219 EMABLED
FRCLS1704 Eventl og.Application 25-07-2006 141719 235-07-2006 14:2219 EMABLED
chiatly W Harchware Heatth 25-07-2006 14:21:24  25-07-2006 14:22:24 EMABLED
hlade2 Hardware Health 25-07-2006 142124 25-07-2006 14.22:24 EMABLED

Figure 55. Scheduling Information

When you launch the Control screen from a host or a service, host or service monitoring
information and host or service comments are displayed. You can also enable/disable
notifications, enable or disable service checks.

Host monitoring information Host Commands

25-07-2006 09:45:16

Lest Status Check ) visaivle checks of this host

x Dizakle notifications for this host

Last State Change: 25-07-2006 09:49:10

x Dizable notifications for sl services on this host

Last Host Matification Ira,

'w Enshle natifications for all services on this host
Current Motification Mumber 0
chedule & Check Of All Services On This Host

Host Checks EMABLED

x Dizable checks of all services on this host

Host Motifications EmABLED

DISABLED

¢ Enahle checks of &l setvices on this host

Event Handler ¢ Enahle event handler for this host

g} Add & comimenit ‘:, Delete all comments

Host Comments

Time Author Comment ID Persistent Type

This host has no comments associated with it

Figure 56. Monitoring Host commands
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Host/Service Monitoring Information
Gives general information about host or service monitoring.

Host/Service Comments

Displays the comments associated to the host or service and allows you to add or delete
comments.

Host/Service Commands
Enables actions on monitoring functions.
When you click a command, you are prompted to confirm by clicking Commit in the

confirmation page. The command is posted for immediate execution by the Monitoring
Server.

Note:
Commands require Administrator rights.

Reporting Information
The following table lists the available information types and associated supervision scope.

Information Type Supervision Scope

Alert History Root nodes of Hosts and Hostgroups views (Tree)
Hostgroup,

Host,

Service.

Notifications Root nodes of Hosts and Hostgroups views (Tree),
Hostgroup,

Host,

Service.

Avaibility Root nodes of Hosts and Hostgroups views (Tree),
Hostgroup,

Host,

Service.

Status Trends Root nodes of Hosts and Hostgroups views (Tree)
Host,

Service

Indicator Trends Root nodes of Hosts and Hostgroups views (Tree)
Hostgroup,

Host,

Service.

Alert History
This screen displays host and service alerts according to the selected context. For example,
when this screen is called from a Hostgroup, only the Alerts related to the hosts contained in
the selected Hostgroup are given, as displayed below. Information about Alert History is
detailed in Looking in the Past with Alert History, on page 2-6.
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Ié@ ! NE_Master Ll Aletstype Hosts and Services ;’ ™ Mot acknowledged
i [aLLHosTS = = L =l W ohistory
() ixxALL SERVICES = ;I Report Period ILasl?Da&gs ;l
W a ltems: [‘I_E_ Apply I Reset |
Matching Alerts DaterTime Server: 28-04-2005 14:40017
Time Host Service State Count Information
23-04-2003 130718 frols5208 Eventl on.Application | U% 1 Ok no neswy events for the last 30 mn
25-04-2005 124118 frlss208 Systeml oad CPU oK | 1 CPULoad OK (1mn: 45%) (10mn: 80%)
J6-04-200512:36:22  frols5208 Systemload CPU 1 gfi:;‘:%ﬂfgagfpgaggsﬁfg om0
JB-04-2005 1233172 frek5208 Systemlosd.CPU e 1 gfoi'e-gz%ﬂfg'a(nm%sgs?%“ Hiney 2361 =
26-04-2005 122623 frcls5208 Systeml oad CPL 1 gf;';g:‘;ﬂfg‘;;g‘%;ﬁ%“ e i
28-04-2003 12:22:22  frel=5208 Eventl og Application |1 ic 1 28 newe events for the last 30 mnt
28-04-200512:21:23  frels5208 Systemlboad CPL 1 CPU Loscl HIGH (1im: B6%) (10m: 27 %)
28-04-2005 120258 frols5208 Eventl on.Security 1 Ok no newy events for the fast 30 mn
28-04-2003511:33:02  frels5208 Eventl on.Security 1 4 nesn events for the last 30 mnl
2704-20035 16:21:29  frels5208 Eventl oo System 1 Ok no newy events for the fast 30 mn
27-04-2005 16:20:06  frole5208 Eventl og.Application ‘EE 1 Ok no new events for the last 30 mn
27-04-2003 15:51:37  frols5208 Eventl oo System SRHIN 1 1 new events for the last 30 mnl
27-04-200515:45:02  frel=5208 Evertl og Application |10 1 2 newy events for the last 30 mnl
27-04-2005 14:45:38  frole5208 Eventl og.Security Els 1 Ok no newy events for the last 30 mn

Figure 57. Alert History screen - example

Notifications
This screen displays notifications that have been sent to various contacts, according to the
selected context. When this screen is called from a Root node, it reports all notifications for
all the resources declared in the NovaScale Master application, as displayed below.

Mctification

3-30

Log File Havigation
Sun Apr2400:00:00 RDT 2005
to
Fresent..

Archives i

First:

Matching Notifications

Time Host Senvice

Type

28-04-2005 150237 frele1704  Eventlog.Application

25-04-2005 1530216 froleB260  Systemload.CPU CRIT

26-04-2005 13:00:25  hlade2 Fal,

Earliest Entries r

ECEE manager

L8 manager

Contact

MarEger

| All notifications =l

Apply |

Command Information

2 newy
events for
the last 30
mn!

CPLU
Litilization:
E8% (1mn),
79% (5mn],
80% (15mm)
CRITICAL
PING
CRITICAL -
Packet lozs =
100%

notify-by-email

niotify-by-email

host-natify-by-email

{displayed notifications: 23

Figure 58. Notifications screen - example
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Avaibility

The screen is divided info two parts:

+ The top part of the screen allows you to modify the notifications reported, according to a

set of criteria:

Log File

Notification Level

By default, only the notifications recorded in the current log
are displayed.

To see older notifications, you can select an archived log.
Allows you to select the type of Notifications displayed (Ser-
vice notifications, Host notifications Host Dow, Service Criti-
cal,...).

By default, all notifications are displayed.

Earliest Entries First Allows you to select the order of notifications displayed.

By default, the most recent notifications are displayed first.

« The bottom part of the screen contains matching notification information according to the
context and the criteria set in the top part of the screen.

Notifications and information about these notifications (Time, Type, Notified Contacts, ...) are
displayed according to the criteria previously set. Type information reflects the severity of the

noftification.

This screen reports on the availability of hosts and services over a user-specified period of
time. When called from a root node, it will report the avaibility summary for each host
declared in the NovaScale Master application. When called from a Host context, the report
will be more detailed as displayed below.

Feport Period: | Thig Manth _v_i Apply I

From 01-04-20035 00:00:00 to 25-04-2005 15:04:10 (duration: 27d 15h 4m 10z)

Host State Breakdowns

‘ ' W Timelp % Time Down U5 Time Unreachable 2 Time Undetermined
' 7381% : 0.00% 0.03%

Services State Breakdowns

Eapine % Time % Time % Time % Time % Time

0K Warning Unknown Critical Undetermined
Hardware Health | 388525 0.00% 0.04% ; 0.04%
FING TITE% 0.00% 0.04%
Event Host Log Entries [Yiew full log entries |
Start Time End Time Duration Tynpe Information

30-03-2005 17:10:08
01-04-2005 05:25:258
01-04-2005 09:25:28
01-04-2005 18:06:03
01-04-2005 15:06:03

01-04-2005 09:21:45 1d 16k 11m 40z Hi.?JS‘TUP [Host azsumed to be up)
01-04-2005 09:25:26  0d Oh Om 0= HOST LR (Host sssumed to ke up)
01-04-200515:00:05 0dSh 34m 37= -HOS‘E UF - (Host azsumed to be up)
01-04-2005 15:06:03  Od Oh Om 0= HosT L]F‘ (Host azsumed to be up)
01-04-2005 20:11:59 0d 2h Sm S6= -H{hSCT.l;JP (Host azsumed to be up)

01-04-2005 20:11:58  01-04-2005 20:11:58  0d Oh Om 0=

Figure 59. Availability screen - example
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The screen is divided info two parts:

- The top part allows you to choose the period over which the report is built (Report
Period selection box). The default period is the last 24 hours.

- The bottom part displays reporting information, according to the context and the
report period.

The following information is reported:

Host State Breakdowns or  Represents the percent of time spent by the host or service in
Service State Breakdowns ~ each of its possible states.

Note:

Time Unknown is reported when the monitoring server cannot
obtain information about the service (because, for instance, the
host is down, or the monitoring agent is not running on the tarl]
get).

Time Undetermined is reported when no information was colll
lected, mainly because the monitoring server was not running.

Services State Breakdowns  This information is available if the report is asked for a host.
Availability report for all the services of the host.

Host Log Entries or List of all the Nagios events logged for the host or service durll
Service Log Entries ing the chosen period.

Status Trends

This screen displays a graph of host or service states over an arbitrary period of time, as
displayed below.

Report Period: | Last 24 Hours ;I Apply |

From 27-04-2005 151357 to 258-04-2005 15:13:57 (duration: 1d Oh Om 0=)

Chronology

Ok

Urknomn

Critical

Tkl Y

Indeterminate -

2005
2005

i

fl

Wed fApre 27 171205 Z
Thu Apr 28 02:38:33 2003
Thu Apr 28 0d:3d4:08 2005
Thu Apr 28 05:2d4:08 2005

Wed Apr 27 15:13:5
Thu Apr 25 15:13:5

Availability
% Tithe OK 5% Time Warning o Time Unknown o Tithe Critical % Time Indeterminate

o was 0.00% 0.00%

Figure 60. Status Trends on a Service
The screen is divided into two parts:

* The top part allows you to select the period for which the report is built (Report Period
selection box). The default period is the last 24 hours.
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« The bottom part displays information, according to the context and the selected report

period.
The following information is reported:
Chronology Represents the evolution of the host or service status over the se-
lected time period.
Availability Represents the percent of time spent in each state for the host or
service.

Indicator Trends
The Indicator Trends screen lists the available indicator reports defined for a given resource,
as displayed below.

Information about how to visualize reports associated with these indicators are detailed in
Reports, on page 4-7.

Tao display a report, click on an indicator report.

Indicator reports

Indicator report Collect mode Source
ciulosd MEM _monitaring Systembosc CPU
inoctets SR A361.21.221.104
outoctets ShImE A36121221.161

udpincournt SRImE A361.2171.0
udpoutcourt SNmp 136121740

Figure 61. Indicator Trends on a Host

Inventory Information
The Inventory menu is divided into two submenus: Platform and Operating System.

Platform Information
These screens are available for Host or Service supervision. Information levels vary to OS

and host type.

Inventory Information

This information is OS-dependent and is only available for hosts with Windows or Linux
Operating Systems.

For Windows hosts, this screen displays the following information:
+ Computer Information

¢ Processors Information

* Physical Memory Information

+ Cache Memory Information
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+ Non-Storage Devices Information

Computer Information
Hame :
Domain :
Model :
Manufacturer :

Physical Memony :

Processors Information

Id Hame

CPUD  InteliR) Pertium(R) 4 CPLI 2 40GHz

Physical Memory Information

FRCLSS5208
WORKGROUP
ExpressSg00/ThME00
MEC

1023 Mbytes

Installed Banks in Memory Array 1: max capacity 2.0 Gintes

Bank Ho Bank Label
1 Bank0i
o b

Cache Memory Information

10 Level

Cache Memory 0 3

Associativity

Clock Speed Address Width
24411 MHz 32 hitz
Installed Size Memory Form
1.0 Ghytes Colata
Cache Speed Inztalled Size
Unkrowen - 20 Kbytes

Figure 62. Windows Inventory information - example

For Linux hosts, this screen displays the following information:

* Hardware Information

* Memory Usage

User's Guide

Status

CPU Enabled

Memory Type
Unknown

Max Cache Size
20 Khytes



Hardware Information

Processor(s):
Model :
Chip MHz :

Cache :

PCl Devices :

Internal PCI Devices :

IDE Devices :

SC51 Devices :

Memory Usage

Type
Phyzical Memary
Sywap

1
Pentium Il {Coppermine)
200.0 Mz

256 KB

PCl device 1166

PCl device 1166

PCl device 1002

PCl device S0SE

PCl device 102b

PCl device 1166

PCl device 1166

PCl device 5005

PCl device 9005

hids : CRO-54548 (0.00 KB)

MEC GEMI 2R2-GYCHE (Proceszor)
SEAGATE 3T381 73wC (Direct-Access)
SEAGATE ST39204LC (Direct-Access)
SEAGATE ST39204LC (Direct-Access)

Percent Used Free Used Size
5% 5.24 WB 497 39 MB 503.64 MB
0% 546 62 MB 247 MB 549.03 MB

Figure 63. Linux Inventory information - example

Storage Information

This information is OS-dependent and is only available for hosts with Windows or Linux

Operating Systems.

Storage Devices Information

1D

FloppyDrive

COROMDrive

CizkDrive O

Model Interface Type Status Capacity
Flopgy disk drive - Ok :
SAMSUNG DY D-ROM SD-B16T - Ok i
ST3400164 IDE Ok 373 Ghytes

Figure 64. Windows Storage information - example

FRU Information

This information is only available for Express 5800 and NovaScale 3000, 4000, 5000 and

6000 series hosts.

For details about the displayed information, refer to Chapter 4.

Sensor Information

This information is only available for Express 5800 and NovaScale 3000 and 4000 series

hosts.
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For details about the information displayed, refer to Chapter 4.

SEL Information

This information is only available for Express 5800 and NovaScale 3000, 4000, 5000 and
6000 series hosts.

For details about the information displayed, refer to Chapter 4.

Operating System Information
These screens are available for Host or Service supervision. Information levels vary
according to OS and host type.

Windows Information

The Windows System screen displays the following information:
« OS Version Information

+ OS Computer Information

o OS Installation Information

0% Version Information

0% Hame : Microsoft(R) Windows(R) Server 2003, Enterprise Edition

Yersion : 523790

Service Pack :

Language : English (United States)
Serial Humber : B9713-357-4219131-42520
Registered User : MSMaster RED
Organization : Bull 5.4,

0S Computer Information

Computer Hame : FRCLES208

Status : oK

Last BootUp Time : 2000041 4 15:45:51
Humber Of Processes : a7

Humber Of Users : 4

0S5 Installation Information

Install Date : 200501 M1 02:01:30
System Device : ‘Device'Harddizk\olume1
System Directony : CHIAND WY S sy stem32
Boot Device : DeviceHarddizkolume1

Figure 65. Windows System screen - example
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The Windows Process screen displays running processes:

Processes Information

Hame PID Executable Path Creation Date  Priority  CPU Time Virtual Memory Used Threads
Sl lde i " " 0 3062608 DKk 1
System 4 . - & 012843 kb &5
smas exe 432 Aoaniis 11 0D0E0Z 184Kb 3
corsmexe 48D CMNDO S ystemidiceres oxe Aaning 13 MASIE 1340KL 15
winlogonexe 504 CAMMDCWS sy stem 32 minlogon sxe A 13 O00E04 TO44 Kb 17
servicezexe 540 UMD S ey sten3iservices axe A a 002311 T4S4 KD 2
Isazs oxe 560 MDY Sy stem3isass axe A a 00SE4 SUIEKL 36
svchostexe 738 CAMNDOWS sy stem3Rieychost sxe e & 000326 1152HE 11
sychostexe 788 CHANDOWYS ISy stem32tevchost exe e & 000416 2252 2
sychostexe 048 CANDOWS sy stem3Rieychost sxe e & 000126 3644 Kb ]

BONEA M A

Figure 66. Windows Process screen - example

The Windows Users screen displays users information:

Users Information

Hame Domain Description Status

Administrstor FRCLSS205 Built-in account for administering the computer/domain [a]%8

Guest FRCLSS205 Built-in account for guest access to the computer/domain Degraded
IUSR_FRCLES208 FRCLZS5208 Buitt-in account for anonymous access to Internet Information Services Ol
WMAM FRCLSS208  FROLSS208 Buitt-in accourt for Internet Inf;;g}ati;:gfgrvices to start out of process ok
namaster FRCLES208 namaster o134

SUPPORT_3588945a0 FRCLES205 Thiz is & vendor's account for the Help and Support Service Degraded
_ wimwware_user_ FRCLES5205 Wilwware User Ol

Figure 67. Windows Users screen - example

The Windows Products screen displays installed products:

Products Information

Hame VYendor Yersion Install Date
Adobe Reader 7.0 Adobe Systems Incorporated .00 20050144 000000
Java 2 Runtime Environment, SE v1.4.2_03 Sun Microsystems, Inc. 1.4.2 03 2004712720 00;00: 00

Figure 68. Windows Products screen - example

Note:
On servers running Windows Operating System, only products installed using a .MSl file are
displayed.
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The Windows Logical Disks screen displays information about logical disks:

Logical Disks Information

Drive Description VYolume Hame Provider Hame Capacity Used Space  Free Space
A 312 Inch Floppy Drive - - - - -
i Local Fixed Disk - 195 Ghytes B¥ % B.5 Ghytes
Lx CD-ROM Disc - - - - -
e Metwoark Connectian livraisan Wrclz2651 iveaizon . 9.4 Ghytes 85 % 1.2 Ghytes
Fiz Metwork Connection  PambLife: 89 GB  WPamwebiSecurty 5.9 Ghytes S % 5.8 Ghytes
iy Metwork Connection Factory YWhotalizVactory 170 Ghyles 46 % 9.2 Ghytes

Figure 69. Windows Logical Disks screen - example

The Windows Services screen displays services information:

Services Information

Display Hame State  Has Been Started 2 Start Mode Executable Path Action if Startup Failure Account
f i CMMDOYShsystem32evchost exe i
Alerter Stopped FALZE Dizabled S Marmal NT AUTHORITY W ocalService

Spplication Layer

Gateway Service Stopped F&LSE hanual CHAMNDOWNS Sy stem32aly exe Marmal MNT AUTHORITY W ocalService
N.?ﬁ%pﬁligc::;g:ﬁ S‘topped FALSE Manual CWMNDOWE ey stem3Mavehost exe -k netsves Mormsl LocalSystem
Windows Audio | Stopped FALSE Dizabled CAMNDOWSASystem32isvehost exe -k netsves Morimal LocalSystem
Background
Irteligert  Runining TRLE Marzl CUMNDCA Sy stem3 e vchost exe -k netevos Mormsl LocalSystem
Transfer Service =
%oern@Lgeerr + Runining TRLE Auto CMNDOWS s ystem3avehost exe -k netsves Mormal LocalSystem
Indexing Service | Stopped FALSE Disabled CRIMDOWE s ystem32cisve exe Mormsl LocalSystem
ClipBook Stopped FALSE Disabled CMINDOW Sy stem32iclipsry exe Mormal LocalSystem
COM+ System | CHAMDOWS sy stem3Pidiihost exe Processid:
Application | StopRed Erok Manusl  {12D4B3F1 -FDBA-11D1-9500-00805F C73235 il LResibysie)
cryptographic g nning TRUE Auto CWINDOWS sy stem3Zisvchost exe - netsves Marmal LocalSystem

Figure 70. Windows Services screen - example

Linux Information
The Linux Systemscreen displays the following information:

+ System Information

Network Information

* Memory Usage Information

Mounted Filesystems Information
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System
HostHame :
05:
Uptime :

Load Average :

Network

Interface
I
ethi
2it0

Memory Usage

Type

Physical Memary

Swwap
Mounted Filesystems

Partition

Mdevisdal (exd3)
Idevizda (exd3)

rione (proc)

mone (sysfs)

rione (tmpfs)

none [devpts)

Figure 71. Linux System screen - example

frol=B260 (129182 6.33)

Linuw: 2.6.5-1 B45_FEL

80 days, 2 hours, 7 minutes

1.09 (1 mind, 0.91 (5 min), 0.85 (15 min)

2m GE
249 GB
0.00 KB

Percent Used
99%
0%

Mount Point
Soat
!
faroc
fays
fdewizhm
fdevipts

201 B
166 GH
0.00 KB

Free
3E7 MB
54662 MB

TX

Percent Used

9%
30%

0%

1009

U=zed
493.96 MB

2.47 MB

Free
8525 MB
5.14GH
0.00KB
0.00kKB
251 .82 WMB
0.00KB

ErrOrop
Size
50364 MB
549.09 MB
Used Size

S37 MB .72 MB
216G8 7.69 8
0.00 KB 0.00 KB
0.00 KB 0.00 KB
0.00 KB 23182 mB
0.00 KB 0.00 KB

The Linux Process screen displays processes sorted by PID, User, Memory Usage or CPU

Usage.

The following example shows processes sorted by Memory Usage. You can select the

required sort option by clicking the corresponding link.
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Display: FID Uszet Memory CPU Search

Real memory: 515724 kB total f 203216 kB free Swap space: 562264 kB total F EE9736 kB free

Process ID:  Owner Size Command
18711 root SESES KB fusr11REhinS (0 -audit 0 -auth Mearfgdm 0 Xauth -nolist ..
27654 root 43936 kB fusrbinfartsd -F 10 -5 4096 -z 60 -m artsmessage -c drkongi ...
2TEST root 41656 kKB eggcoups --sm-config-prefix feggcups-Sgsheys --sm-client-id 1 ...
27659 root 351ME KB kdeint: knotify
27676 roat F21E KB kdeint: kicker
28473 root FAFE KB kdeint: konsole
2TES9 root 30924 kB Jusrbinfython dusthindrhn-applet-gui --sm-config-prefix /...
27692 roat 30840 KB kdeint: konsole -session 10109589552000111233811 0000001 5947 ...
2TEET root 29664 kKB kdeinit: kdesktop
27665 root 28736 KB keeint: kwin -session 101 092895520001 1081 231 990000005652000 ..
27650 root 27932 kB kdeinit: kio_file file Amphksocket-rootklauncher YWaoga.sla ..
2TEES root 27520 kB kdeint: khatkeys
2TEE4 root 2T3E0 kB kdeinit: ksmserver
2TEET roat 2288 KB kdeint: klauncher
10916 root 27096 kB Ausrbinkdeskop - lock
27632 oot 26464 kB kdeinit: Running...
10917 root 25604 KB Jusrhinkbanner kss -root
2TE3S root 25100 kB kdeinit: docopzerver --nosid

Figure 72. Linux Process screen - example

The Linux Users screen displays user information:

Local Users

Username Uszer IO Real name Home directory Shell
adm 3 adm Fearfadm fzhindnolagin
apache 45 Apache Fear ey Fzhin/nolagin
kin 1 hin fhin Izhinimologin
caemon 2 daemon r=hin fzhininologin
dhus a1 Systemn message bus I Ishinimolagin
ftp 14 FTP Uzer Feartitp fzhindnolagin
games 12 games uzrigames f=hininolagin
gadm 42 Fearigdm fzhinmologin
gopher 13 gopher Farfgopher fzhinmologin
haldaemon it} HAL daemon ! Fzhinsnolagin
halt 7 halt F=hin Ishinhalt
[4] 4 14] Fearfzpoollpd fzhininologin
migil g miil Fearfzpoolfimail Ishinimolagin
mailnull 47 Marlzpoolimguele Izhinimologin
netdump 34 Metweork Crash Dump uzer Mearicrazh hintbash
MEWE 9 NEw's fetcinew s
niznokbody 65534 Anonymous NES User Fearlibints fzhinmologin

Figure 73. Linux Users screen - example

The Linux RPM Products screen allows you to display installed packages by using a search
tool or by browsing the package tree.
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Installed Packages

|Search For Package: I ISNMF' FPackage Tree

Figure 74. Linux RMP Products search screen - example

For example, if you enter SNMP in the search field and then click Search For Package, the
following display appears:

Packages matching smp

|Package iCIa&e |Descriptiun

net-snmp 5.1.2- |System IA collection of SMMWP protocol tools and
11 Ervitonment/Daemaons |Libraries.

g?ﬁm IDeveInpment;‘Librariés |The HET-SHMP runtime libraries:
net-snmp-utils oo . Metwork management utilities using
512-11 CERlizationstassinn SNMP, from the NET-SNMP project.
php-shmp | 12, module far PHP applications that
4.39-3 PevelnpmentﬁLanguages |query SHNMP-rmanaged devices.

Eeturn to module inde:x

Figure 75. Linux RPM Products - example

The Linux System Logs screen displays available logs and allows you to view them.

Log destination Active ? Messzages selected

Figure 76. Linux System Logs screen - example

Operations Menu

The Operations menu allows an Administrator to take a remote control of a platform or
Operating System.

This menu is only available to Administrators and is divided into several potential submenus:
Platform, Operating System, Consolidation, Applications and Storage.

Platform Menu
These menus are available for Hardware Manager and Host (and services) with a dedicated
hardware manager.

Power Control

Allows the administrator to manage power control through the NovaScale Master Hardware
Management application.

Manager GUI
Allows you to launch the appropriate hardware manager:

o PAM for NovaScale 5000 and 6000 series
* ISM for NovaScale 4000 series

« CMM for NovaScale Blade series
» ESMPRO for Intel based computers, running Windows
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« RMC or ARMC for Intel based computers.
* Any other manager that can be accessed via a URL.
Operating system Menu

These menus are available for Host or Service supervision. Information levels vary according
to OS and host type.

Remote Operation Menu for Windows
... >VYNC Viewer Starts VNC viewer to connect to this host.
.. >MMC
.. >Remote Desktop

Remote Operation Menu for Linux
.. >SSH Launches SSH to connect to this host.
Following items Open a Webmin page:

.. >Shell to execute a Unix shell command.
.. > FileSystem to manage disk and network file systems.
.. -> Processes fo manage running processes.
.. > Users to manage Users and Groups.
.. > Password to manage passwords.
.. > RPM to manage software packages.
.. -> System Logs to manage system logs.
.. > NetConfig to manage network configuration.
Note:
SSHhc.ommand calls a Console local SSH client. This command runs only on Linux console
machines.

Storage Menu
This menu is available for Storage Manager, Host or Service supervision.

From this menu you can call the storage manager GUI.
Consolidation Menu
This menu is available for Host supervision.
From this menu you can call specific management tools for virtualization and/or
consolidation (generally these items come with specific Server Add-ons).
Application Menu
This menu is available for Host supervision.

From this menu you can call specific management tools for specific Bull applicative
framework and/or applications (generally these items come with specific Server Add-ons).
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Chapter 4. Using NovaScale Master Console Applications

NovaScale Master Hardware Management Application

The NovaScale Master Remote Hardware Management Application provides the same look
and feel for hardware operations independently of the target machine type.

This application manages Power Control, and displays FRUs, Sensors and System Event Logs
for Express 5800 and NovaScale 4000, 5000 or 6000 series servers.

There are two ways to start the application:

* Launch the Hardware Management Application from the application bar

+ Activate the Hardware -> Remote Control item in the Console Management Tree host

menu.

Action pane

Host selection

Host Selection: [ _scleft 5 host- -
Host properties

Power Control

Hardware Information

Display pane

o

=10l x|

NovoScole
Master

=il

Refresh @

Helg

Figure 77. Remote Hardware Management screen

NovaScale Master Remote Hardware Management comprises three functional parts:

Host Selection Pane & Current Selected Host Pane
Allows you to select the current host from all the Express 5800 and
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NovaScale 4000, 5000 or 6000 servers declared in the NovaScale Master
configuration and displays it.

Action Pane  Displays the hardware operations that can be executed.

Display Pane  Displays parameter forms, messages and command results.

Host Selection
Hardware commands only apply to the selected host. The selected host name is displayed in
the Current Selected Host Pane.

The application is launched contextually from the Current Selected Host in the Console
Management Tree.

You can select another host from the list of available hosts in the Host Selection Pane.

When a host is selected, the application reads NovaScale Master configuration files to get
host properties.

Host Properties
You can display selected host properties by clicking View:

M HOST: charlydl

Information

Host

Mame charlydl

hodel MovaZcale 2000 and G000 series
Operating )

System lir

Damain dom0

Plstform Mame  CHARLY 4

PAM Manager

Matmne P&MCharlyd

Metwark Mame  172.31.50.69
Authentication for PAM access
I=zer fru

PaSSWDrd b3t 44354

Figure 78. NovaScale 5000 Server host properties - example

Host properties differ according to host type, as shown in the following tables:

Name Name of the current selected host to which commands are applied.
Model Host model.
Network Name Current selected host local network name or IP address.

Operating System | Operating system type (Windows, Linux or any).

User SMU authentication user. This user must be configured using ISM
(Intel System Management) and is specific to the managed host.
Therefore, this field is different from the User field required as Aull
thentication for Monitoring when declaring an ISM Manager in Nol
vaScale Master Configuration.

Password SMU authentication password.

Table 16.  NovaScale 4000 Server host properties
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Name Name of the current selected host to which commands are applied.
Model Host model.

Domain Current selected host domain name.

Operating System | Operating system type (Windows, Linux or any)

Platform Platform name.

Manager Name PAM Manager name.

Manager Network | Local network name or IP address of the PAP server managing the curl]

Name rent selected host.
User PAM authentication user (valid PAP server user).
Password PAM authentication password.

Table 17.  NovaScale 5000 or 6000 Server host properties

Name Name of the current selected host to which commands are applied..
ModelHost model.
Network Name Current selected host local network name or IP address.

Operating System | Operating system type (Windows, Linux or any).
RMC Netname RMC network name.
RMC password RMC password.

Table 18.  Express 5800 Server host properties

Note:
These values always correspond with those found in the NovaScale Master Configuration.

Commands

Note:
All commands are applicable to the Current Selected Host.

Prerequisites

NovaScale 3000 Servers

The BMC (Baseboard Management Controller) on the managed host must be configured for
remote-control over LAN.

NovaScale 4000 Servers

An SMU (System Maintenance Utility) user must be declared for the managed host via the
ISM (Intel Server Management) software delivered with NovaScale 4000 servers. Uuser
authentication must be declared in the NovaScale Master Configuration.

NovaScale 5000 and 6000 Servers

NovaScale Master Hardware commands are sent to the PAP server for execution. The only
prerequisite is that the targeted host is managed by an operational PAP unit accessible from
the NovaScale Master server.

Express5800 Servers

The BMC (Baseboard Management Controller) on the managed host must be configured for
remote-control over LAN. This is done using the MWA (Management Workstation
Application) or DOS configuration tool available on the NEC EXPRESSBUILDER CD-ROM
delivered with EXPRESS5800 Series servers.
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Command Outputs

A message indicating command failure or acceptance is displayed.

Power Control

As Power Control operations (except Power Status) are executed asynchronously, the output
only indicates if the command is accepted and started. It does not indicate whether the
command has been executed or not.

El HOST: nsmaster

Power Status

O nsmaster ;| Powered OH

Figure 79. Power Status output - example

Note:
In order for the "power off" command to be taken into account on a remote host running

Windows 2000 / 2003 server, the "Shutdown: Allow system to be shut down without having
to log on" security option must be enabled on the remote host.

You can configure this security setting by opening the appropriate policy and expanding the
console tree as such:

1. Click Start, and then click Run.
2. In the Open box, type gpedit.msc, and then click OK.

3. In the Group Policy window, expand Computer Configuration\Windows Settings\Security
Settings\Local Policies\Security Options\.

4. Set the shutdown security option to "enabled".
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FRU
Click FRU to display the FRUs (Field Replacement Unit).

Ll HOST: nsmaster

FRUs

FRU Description
# Buitin FRU device
# RMC FRU Device I 1
B Pywr DstBd FRU Device ID: 2
2 Dibdnd &1 SPD Device IT: 4
2 Dibdd B1 SPD Device ID:; 5
A Dibdrd &2 SPD Device I0: B
A Dibid B2 SPD Device ID; 7
[ Dinna 23 SPD Device 1D 8
[# Dttt B3 SPD Device ID; 9
A Dibdtd &4 SPD Device 10 10
A DM B4 SPD Device 1D: 11

Figure 80. FRU output - example

SENSOR
Click Sensor to display sensors.

Note:
This option is not available for NovaScale 5000 and 6000 series servers.

il HOST: nsmaster

Sensors
Twpe 1D Status

[# Woltage Proceszor 1 Woop (0x10) ok
# woltage Proceszar 2 Woop (0x11] -
[# voltane Baseboard 3.3% (0x12) ok
[# voltane Baseboard 3.3%S8 (0x13) ok
[+ Woltage Bazehoard 3% (0:x14) ok
# voltage Baseboard 5%=B (0x13) ok
# voltane Baseboard 12% (0x16) ok
[# Woltane Bazehoard WBAT (0x17) ak
[+ Woltage SCSA vref 1 (013 ok
# woltane SCEL A Wret 2 (0190 ok
[# voltage SCELA Wref 300 &) ok
[# Woltage SCSIB Wref 1 (0x1h) ok
[+ voltage SCSIB Wref 2 (0x10) ok
# woltane SCEIB Wref 3 (0x1d) ok
[# Temperature Basehoard Temp! (0x30) ok
[# Temperature Proceszor 1 Temp (0x32) ak

Figure 81. SENSOR output - example
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SEL/PAM History

Click SEL (Express 5800 and Nova Scale 4000 Series) or PAM History (Nova Scale 5000
and 6000 Series) to display the 20 most recent records of the System Event Log.

You can view records according fo rank, to naviagate to next or previous records and to
view the oldest records.

Note:
The Refresh button is only enabled when the most recent records are displayed.

E HOST: nsmaster

Rank Number I _UEJ lP_E_] ﬁjﬂ Bottom |

Refrezh

System Event Log Records fram 00071 to 00052 (the most recent records)

Rank Record ID Time Sensor Type Hum Description
00071 0x2094 042272005 11:00:21  Physical Security (Chassis Intrusiony  0x05 General Chassis intrusion
00070 0x2930 04/2272005 1004207 Physzical Security (Chassis Intrusion)  0x05 General Chassis intrusion
00069 0x296C 041972005 0519534 Physical Security (Chassis Intrusion)  0x05  General Chassis intrusion
0006 0x2955 044182005 021508  Physical Security (Chassis Intrusion) 0x05  General Chassis intrusion
00067 Ox2944 044152005 11:43:34 Unknowwn (Oxfh) O=E8f  Unknicswen

O00EE: 0x2930 04572005 114216  Physical Security (Chassis Intrusion) 0x05° General Chassis intrusion
O00ES 0x291c 041572005 110703 System Boot/Restart Initisted Oxal Initisted by power up
D00E4  0x2905 0471572005 11:06:00  System Event 0x57 OEM System boot event
000E3 0x2514 04/15/2005 11:00:534  System Boot/Restart Initisted Oxal  Initisted by power up
00062 Ox25e0 044572005 10:59:43  System Event 0x87  OEM System boot evert
O00E1 Ox280c 044152005 095515 System BootiRestart Intisted Oxal Intisted by power Lp
000D 0x28khE 04572005 09:56:56  System Event 0x57 OEM System boot event
00059 0x2Gad 041572005 03:54:06  System Boot/Restart Initisted Oxal Initisted by power up
00055 0x2530 0411572005 03:52:43  System Event 0x57  OEM System boot event
00057 0x2587c 04/15/2005 0535243 System ACP| Power State 0xB6 SOAG0: working

00056 0x2365 044572005 0352442 Button 0x88 Povwer Button pressed
000ss Ox2854 044152005 035231 Physical Security (Chassis Intrusion) 0x05 General Chassis intrusion

Figure 82. SEL output - example

fl HOST: pMB-103

Rank Mumber | ﬁl ﬂ!ﬂ‘ﬁl Buttuml Refiesh

Records from Zto 1 (the most recent reconds)

PAM history (PAM)

SV Rank Record ID Time Target Description

a 3 SEOEA0IE 050105 250002 Pip PaM internal error. Please contact the customer
support.

331 2DIE2B0D 050105 220002 HISTORY_PAMHISTORY g“jréenm AistOc e atd it EAMTEoYISIan |

Figure 83. PAM History output - example
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Reports
You can visualize the reports associated with these indicators, as follows:

1. Launch the NovaScale Master Console and click Reports button to display available
reports.

2. Click the required report.

29.182.6.198 - NovaScale Master 4.0.4 - Console - Microsoft Internet Explorer

. NovaScale Aaster

82.6.198 - NovaScale Master 4.0.4 - Report - 129,182.6.198 - Microsoft Internet Explorer

To display a report, click on an indicator report

Indicator reports

Host Name Source
bulHion1 _suse {estiion! susecpu
ESMproservn testesmprorn-cou

2796-chiarly4-snimp
papcharlyd {estz-charly4-snmp
testhrowse-papcharly

papcharly? {estcharly?
tiger2_as3 cpuindc

Figure 84. Indicator Reports

Each report comprises four graphs:
¢ Daily
o Weekly
* Monthly
* Yearly
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ifinOctets on frels2703

The statistics were last updated Friday, 15 October 2004 at 11:58

"Daily' Graph (5 Minute Average)
Dct 15 2004 11:58

S6.0 k

4z2.0 k

28.0 k

octet/zec

14.0 k

i B R HF Y SRR R NN N
4 &6 & 10 12 14 46 18 20 22 0 2 4 & 8§ 10

0.0k

Max 537k Average 15960 Current 10040

“Weekly' Graph (30 Minute Average)

12.4 k

9.3 k

6.2 k

octet/zec

3dk

0.0 k + + +
Thu Fri Sat Sun

Max 121k Average 15870 Current 11880

Figure 85. Daily and Weekly Report Graphs - example
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Other Applications

You can launch external applications by clicking the required icon in the Other Tools Pane.
Use the arrows to scroll through the list of applications. As Administrator, you can add
external applications. Please refer to the Administrator's Guide for details.

Note:
The Bull icon gives you direct access to the Bull Web Site.

Other
e

v

Figure 86. Other applications
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Chapter 5. Categories and Services Reference List

This chapter describes the categories and default services for monitoring Linux or Windows
systems.

As Administrator, you can change, remove or add categories and services to the

configuration. Please refer to the Administrator's Guide for details.

Notes:

+ Other Categories and Services are provided by NovaScale Server Add-Ons. They are
described in the NovaScale Master Server Add-ons Installation and Administrator's Guide.

A PING monitoring service allows you to monitor the presence of a targeted Host. This
service is not represented by a service node in the Management tree but is represented in
the Applications Pane (Monitoring Status Details).

Monitoring Hosts

The following categories and services can be used to monitor items independent from OS
(network access and protocols for instance). By default they appear under any declared host.

Internet Category
This category contains all the services for monitoring IP port (TCP, UDP, HTTP, FTP, ...).

HTTP

The Internet.HTTP service monitors the HTTP access of the hosts on port 80 (by default) on the
'/" URL (i.e. http://host:80/). The timeout value is 10 seconds.

 Status is set to WARNING state for HTTP errors: 400, 401, 402, 403 or 404 such as
'unauthorized access'.

« Status is set to CRITICAL state if the response time exceeds 10 seconds or for HTTP errors
500, 501, 502 or 503, or if the connection with the server is impossible.

HTTP_NSMaster
The Internet.HTTP_NSMaster service monitors the presence and status of the NS Master URL.

FTP
The Internet.FTP service checks the accessibility of FTP on its standard port (21).
« Status is set to WARNING state if the connection is successful, but incorrect response
messages are issued from the host.
o Status is set to CRITICAL state if the response time exceeds 10 seconds or if the connection
with the server is impossible.
TCP_n
The Internet.TCP_n service monitors a TCP port access of the hosts.
« Status is set to CRITICAL state if the connection with the server is impossible.
UDP_n

The Internet.UDP_n service monitors a UDP port access of the hosts.

o Status is set to CRITICAL state if the connection with the server is impossible.
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Reporting Category
This category contains all the services for monitoring reporting indicators associated to a

threshold.

Perf _indic

The reporting.Perf_indic service monitors defined reporting indicators.

Please refer to the Administrator's Guide for details.
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Monitoring Linux Systems

The following categories and services can be used to monitor Linux systems. By default they
appear under any host, declared as a Linux system.

FileSystems Category

This category contains all the services for monitoring file systems.

All Service
The FileSystems.All service monitors the percentage of used space for each mounted
filesystem, except CD-ROM and floppy disks.

« Status is set to WARNING if there is at least one filesystem with more than 80% used
space.

« Status is set to CRITICAL if there is at least one filesystem with more than 90% used space.

Status Information

If status is set to WARNING or CRITICAL, Status Information lists the filesystems concerned.
Examples:

DI SKS OK: all disks |less than 80%utilized

DI SKS WARNI NG / home nmore than 80%utilized

DISK CRITICAL: ( / ) nore than 90% utilized — DI SKS WARNING ( /usr /var )
nore than 80%utilized

Correcting Status

+ From the Applications Pane, click System (Detailed Information box) to get information
about host filesystem size.

* From the Tree Pane, display the host pop-up menu and select:
Remote Operation -> Actions -> FileSystems.
You now have access to the host and you can investigate and correct the problem.

LinuxServices Category
This category contains all the services for checking the presence of a Linux daemon.

Syslogd Service
The Syslogd service checks that there is one and only one syslogd process running on the
system.

Note:
Syslogd is a system utility daemon that provides support for system logging.

+ Status is set to WARNING if the number of syslogd processes is different from 1.
« Status is only set to CRITICAL when a processing error occurs.

Status Information

Gives the number of processes running with the syslogd name.

Examples:

OK - 1 processes running with command name syslogd

Correcting Status

+ From the Applications Pane, click Processes (Detailed Information box) to get the list of
processes currently running on the system.
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+ From the Tree Pane, display the host pop-up menu and select:
Remote Operation -> Actions -> Processes or Remote Operation -> Telnet.
You now have access to the host and you can investigate and correct the problem.

Syslog Category

This category contains all the services for monitoring the content of the syslog files.

AvuthentFailures Service

5-4

The AuthentFailures service monitors the /var/log/messages file for the detection of
authentication failure messages. It searches for the lines containing:
authentication failure or FAILED LOGIN or Permission denied,

but not containing login. *authentication failure (because such a line traps the same error
than a FAILED LOGIN line, already detected).

Note:
Only new lines (if any) are checked each time. If the file has been truncated or rotated since
the last check, the search is started from the beginning.

« Status is set to WARNING if there is at least one new matching line since the last check.
« Status is only set to CRITICAL when a processing error occurs.

Important:

WARNING status can be very fugitive in the Console.

When a new matching line appears in the log file, status is only set to WARNING during the
inferval between the check that detects the error and the next check (if no new error
appears). You are therefore advised to activate the notification mechanism for this service,
and to regularly consult service history.

Note:
The notify_recovery field is set to because it is not applicable to this service.

Status Information

If status is set to WARNING, Status Information gives the number of lines and the last line
matching the searched patterns.

Examples:

OK - No matches found

(3): Nov 26 15:31:32 horus login[4786]: FAILED LOGIN 3 FROM isis FOR admin,
Authentication failure

Note:
(3): indicates that 3 matching lines were found; the text that follows (Nov 26 15:31:32
horus...) is the last matching line detected.

Correcting Status

+ From the Applications Pane, click System Logs (Detailed Information box) to access the
content of the syslog files for the system. Then click View for /var/log/messages to consult
log file details.

* From the Tree Pane, display the host pop-up menu and select:
Remote Operation -> Actions or Telnet.
You have now access to the host and you can investigate and correct the problem.
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SystemLoad Category

CPU Service

This category contains all the services for monitoring system load.

The CPU service monitors total CPU load over three periods of time:
* 1 min

* 5 min

e 15 min

CPU load is computed using the load average given by the w command, or in the
/proc/loadavg file. Load average is the average number of processes in the system run
queue, that is, the number of processes able to run:

(load average / number of CPUs) * 100.

Therefore, CPU load should be equal to 100% when the average of running processes per
CPU is 1 (all CPUs are busy).

« Status is set to WARNING if the average CPU load is higher than:
- 80% over the last 1 minute
- 70% over the last 5 minutes
- 60% over the last 15 minutes.
« Status is set to CRITICAL if the average CPU load is higher than:
- 90% over the last 1 minute
- 80% over the last 5 minutes
- 70% over the last 15 minutes.

Status Information

Displays the percentage of average CPU load for respectively the last 1 minute, the last 5
minutes and the last 15 minutes.

Examples:
CPU Utilization: 0% (1mn), 1% (5mn), 0% (15mn)
CPU Utilization: 86% (1mn), 51% (5mn), 33% (15mn) WARNING

Correcting Status

+ From the Applications Pane, click Processes (Detailed Information box) to get process
CPU consumption.

 From the Tree Pane, display the host pop-up menu and select:
Remote Operation -> Actions -> Processes
You have now access to the host and you can investigate and correct the problem.

Memory Service

The Memory service monitors the percentage of used memory (physical + swap) for the
system.

« Status is set to WARNING if used memory is higher than 70%.
« Status is set to CRITICAL if used memory is higher than 90%.

Status Information

Displays the total (physical + swap) memory size in Mbytes, the total used memory in Mbytes
and percent, the total free memory in Mbytes and the physical memory size in Mbytes.
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Examples:
Status: OK - (total: 2996Mb) (used: 863Mb, 29%) (free: 2132Mb) (physical: 1004Mb)
Status: WARNING - (total: 1097Mb) (used: 878Mb, 80%) (free: 219Mb) (physical: 501Mb)

Correcting Status

+ From the Applications Pane, click System (Detailed Information box) to get memory
consumption details.
Click Processes to get information on memory consumption for each process running on
the system.

 From the Tree Pane, display the host pop-up menu and select:
Remote Operation -> Actions, or Remote Operations -> Telnet

You have now access to the host and you can investigate and correct the problem.

Processes Service

Users Service
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The Processes service monitors the number of processes running on the system.
« Status is set to WARNING if the number of processes is higher than 150.

« Status is set to CRITICAL if the number of processes is higher than 200.
Status Information

Displays the number of processes running on the system.

Examples:

OK - 101 processes running

WARNING - 162 processes running

Correcting Status

 From the Applications Pane, click Processes (Detailed Information box) to get the list of
the processes.

+ From the Tree Pane, display the host pop-up menu and select:
Remote Operation -> Actions -> Processes.
You have now access to the host and you can investigate and correct the problem.

The Users service monitors the number of users currently logged in the system.

» Status is set to WARNING if the number of connected users is higher than 15.
» Status is set to CRITICAL if the number of connected users is higher than 20.
Status Information

Displays the number of users logged to the system.

Examples:

USERS OK - 2 users currently logged in

USERS WARNING - 16 users currently logged in

Correcting Status

+ From the Applications Pane, click Processes (Detailed Information box) to get information
On users running processes.

+ From the Tree Pane, display the host pop-up menu and select:
Remote Operation -> Actions or Remote Operation -> Telnet
You have now access to the host and you can investigate and correct the problem.
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Monitoring Windows Systems

The following categories and services can be used to monitor Windows systems. By default
they appear under any host, declared as a Windows system.

Note:
The Windows monitoring agent part is based on two Windows services:

NovaScale Master Management agent

lts main function is giving OS and HW information, but it provides the "LogicalDisk.All"
monitoring service too.

NovaScale Master Monitoring agent

It provides all Windows monitored services, except "LogicalDisk.All".

Eventlog Category

This category contains all the services for monitoring the Windows Event Log.

Application Service
The Eventlog.Application service monitors the number of Error, Warning and Information
events generated in the Application Event log for the last 300 minutes.

 Status is set to WARNING if there are more than 10 Information events or at least 1
Warning event.

+ Status is set fo CRITICAL if there is at least 1 Error event.

Status Information

If status is set to WARNING or CRITICAL, gives the number of events responsible. This
message is also a link to an html file containing the following detailed information:

Event Type Error or Warning or Information.
Last Time Last time an event with the same type, source and id occured.
Count Number of events with the same type, source and id.
Source Event source.
id Event id.
Description Event message.
Examples:

OK: no new events for the last 30 mn
WARNING: 1 new events for the last 30 mn!

The text "1 new events for the last 30 mn!" is a link that displays detailed information:

Correcting Status
+ From the Applications Pane, click Events (Detailed Information box) for more information.

« From the Tree Pane, display the host pop-up menu and select:
Remote Operation -> VNC Viewer or Remote Operation -> Telnet.
You have now access to the host and you can correct the problem.
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Security Service
The Eventlog.Security service monitors the number of Audit Success, Audit Failures, Error and
Warning events generated in the Security event log over the last 30 minutes.

 Status is set to WARNING if there are more than 10 Audit Success events or at least 1
Warning event.

 Status is set to CRITICAL if there is at least 1 Audit Failure or Error event.

Status Information

If status is set to WARNING or CRITICAL, gives the total number of events responsible. This
message is also a link to an html file containing the following detailed information:

Event Type Error, Warning, Information, Audit Success or Audit Failure.
Last Time Last time an event with the same type, source and id occurred.
Count Number of events with the same type, source and id.

Source Event source.

Id Event id.

Description Event message.

Examples:

OK: no new events for the last 30 mn
WARNING: 4 new events for the last 30 mnl

Correcting Status
+ From the Applications Pane, click Events (Detailed Information box) for more information.
 From the Tree Pane, display the host pop-up menu and select:

Remote Operation -> VNC Viewer or Remote Operation -> Telnet.
You have now access to the host and you can correct the problem.

System Service
The Eventlog.System service monitors the number of Error, Warning and Information events
generated in the System event log over the last 300 minutes.

 Status is set to WARNING if there are more than 10 Information events or at least 1
Warning event.

« Status is set to CRITICAL if there is at least 1 Error event.

Status Information
If status is set to WARNING or CRITICAL, gives the total number of events responsible. This

message is also a link to an html file containing the following detailed information:

Event Type Error, Warning or Information.

Last Time Last time an event with the same type, source and id occurs.
Count Number of events with the same type, source and id.
Source Event source.

Id Event id.

Description ~ Event message.

Examples:

OK: no new events for the last 30 mn
CRITICAL: 8 new events for the last 30 mn!
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Correcting Status
+ From the Applications Pane, click Events (Detailed Information box) for more information.

« From the Tree Pane, display the host pop-up menu and select:
Remote Operation -> VNC Viewer or Remote Operation -> Telnet.
You have now access to the host and you can investigate and correct the problem.

LogicalDisks Category

All Service

This category contains all the services for monitoring the logical disks.

The All service monitors the percent of used space for each local disk. The local disks list is
dynamically established at each check.

o Status is set to WARNING if one of the disks has more than 80% used space.
« Status is set to CRITICAL if one of the disks has more than 90% used space.

Status Information
Gives the list of the local disks checked.

Examples:
DISKS OK: all disks (C:, E:, F:) less than 80% utilized
DISK WARNING: (G:) more than 90% utilized - DISKS CRITICAL: (C:) more than 80%

utilized

Correcting Status

+ From the Applications Pane, click Logical Disks (Detailed Information box) to get all
information about the size of the host disks. Then click Storage to get information on the
physical storage devices for the host.

+ From the Tree Pane, display the host pop-up menu and select:
Remote Operation -> VNC Viewer or Remote Operation -> Telnet.
You have now access to the host and you can investigate and correct the problem.

SystemLoad Category

CPU Service

This category contains all the services for monitoring the load of the system.

The CPU service monitors the total CPU load over two periods of time: 1min and 10 min
o Status is set to WARNING if the average CPU load is higher than:

- 80% over the last 1 minute

- 60% over the last 10 minutes.
« Status is set to CRITICAL if the average CPU load is higher than:

- 90% over the last 1 minute

- 80% over the last 10 minutes.

Status Information

Displays the percentage of average CPU load for respectively the last T minute and the last
10 minutes. If status is WARNING or CRITICAL, it displays the most consuming process, and
its percentage of CPU consumption, at check time.
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Examples:
CPU Load OK (1mn: 8%) (10mn: 5%)
CPU Load HIGH (1mn: 92%) (10mn: 56%) - Process cputest.exe using 100%

Correcting Status

+ From the Applications Pane, click CPU (Detailed Information box) to get CPU consumption
per processor. Then click Processes to get CPU time spent per process.

+ From the Tree Pane, display the host pop-up menu and select:
Remote Operation -> VNC Viewer or Remote Operation -> Telnet.
You have now access to the host and you can investigate and correct the problem.

MemoryUsage Service
The MemoryUsage service monitors the total memory (physical + paged) used by the system.
It is equivalent to the Commit Charge displayed in the Windows Task Manager.

« Status is set to WARNING if the memory used is higher than 70%.
« Status is set to CRITICAL if the memory used is higher than 90%.

Status Information
Displays the total (physical + paged) memory size in Mbytes, the total memory used in

Mbytes and percent, the total memory free in Mbytes and the physical memory size in
Mbytes.

Examples:

Memory Usage OK - (total: 1480Mb) (used: 193Mb, 13%) (free: 1287Mb) (physical:
511Mb)

Memory Usage WARNING - (total: 2462Mb) (used: 1773Mb, 72%) (free: 689Mb)
(physical: T023Mb)

Correcting Status

+ From the Applications Pane, click Memory (Detailed Information box) to get detailed
memory consumption.
Then click Processes to get memory consumption spent per process.
Then click General (Host Information box) to get information about the physical memory
configuration and layout.

+ From the Tree Pane, display the host pop-up menu and select:
Remote Operation -> VNC Viewer or Remote Operation -> Telnet.
You have now access to the host and you can investigate and correct the problem.

WindowsServices Category

Eventlog Service
The WindowsServices.Eventlog service monitors the state of the services involved in event
logging functions:

Service Display Description
Key Name
Eventlog | Event log Log event messages issued by programs and Windows.

Event Log Reports contain information that can be useful
in diagnosing problems. Reports are viewed in Event
Viewer

« Status is set to WARNING at least one of these services is paused and the others are
running.

« Status is set to CRITICAL if at least one of these services does not exist or is not running.
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Status Information
Di spl ays service nane and st at us.

Examples:

OK: “Eventlog'
NotActive: ‘Eventlog'

Correcting Status
» From the Applications Pane, click Memory (Detailed Information box) to get detailed
information about services.

 From the Tree Pane, display the host pop-up menu and select:
Remote Operation -> VNC Viewer or Remote Operation -> Telnet.
You have now access to the host and you can investigate and correct the problem.
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Hardware Monitoring

Hardware Category for Express 5800

PowerStatus Service

The PowerStatus service reflects the power status of an Express5800 server, as returned by
the RMC management card.

+ Status is set to CRITICAL if RMC has assigned a power status off.
 Status is set to UNKNOWN if RMC is not accessible or if RMC has not been able to

compute power status.

Correcting Status

+ From the Tree Pane, display the host pop-up menu and select RMC to launch the CMM tool
and investigate and correct the problem.

Note:
For more information about RMC, please refer to the documentation delivered with your
server.

Alerts Service

The Alerts Service is used to collect the hardware SNMP traps emitted by the manager.

This service uses the mib bmclanpet, integrated in the NovaScale Master application. and
SNMP trap reception must be enabled.

The Hardware Management card must be correctly configured to send traps to the
NovaScale Master_SERVER host.

The status of this service depends on trap severity:

o Status is set to OK if trap severity is NORMAL.

« Status is set to WARNING if trap severity is INFORMATION or WARNING.
« Status is set to CRITICAL if trap severity is MAJOR or CRITICAL.

As Administrator, you can display and edit trap severity through the Configuration
application. Please refer to the Administrator's Guide for details.

Hardware Category for NovaScale 3000 Series

PowerStatus Service

The PowerStatus service reflects the power status of a NovaScale server, as returned by the
management card.

« Status is set to CRITICAL if the cardName has assigned a power status off.

 Status is set to UNKNOWN if the cardName is not accessible or if the cardName has not
been able to compute power status.

Alerts Service
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The Alerts Service is used to collect the hardware SNMP traps emitted by the manager.

This service uses the mibs bmclanpet and SMSmp integrated in the NovaScale Master
application. SNMP trap reception must be enabled.

The Hardware Management BMC must be correctly configured to send traps to the
NovaScale Master SERVER host.

The status of this service depends on trap severity:

« Status is set to OK if trap severity is NORMAL.
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« Status is set to WARNING if trap severity is INFORMATION or WARNING.
« Status is set to CRITICAL if trap severity is MAJOR or CRITICAL.

As Administrator, you can display and edit trap severity through the Configuration
application. Please refer to the Administrator's Guide for details.

Hardware Category for NovaScale T800 & R400 Series

PowerStatus Service

The PowerStatus service reflects the power status of a NovaScale server, as returned by the
management card.

+ Status is set to CRITICAL if the cardName has assigned a power status off.
 Status is set to UNKNOWN if the cardName is not accessible or if the cardName has not

been able to compute power status.

Alerts Service
The Alerts Service is used to collect the hardware SNMP traps emitted by the manager.

To enable this service, the mib bmclanpet must be integrated in the NovaScale Master
application. SNMP trap reception must be enabled.

At installation time, the mib is integrated and SNMP trap reception is enabled.

The Hardware Management cardBMC must be correctly configured to send traps to the
NovaScale Master SERVER host.

The status of this service depends on trap severity:

o Status is set to OK if trap severity is NORMAL.

» Status is set to WARNING if trap severity is INFORMATION or WARNING.
« Status is set to CRITICAL if trap severity is MAJOR or CRITICAL.

As Administrator, you can display and edit trap severity through the Configuration
application. Please refer to the Administrator's Guide for details.

Hardware Category for NovaScale Blade Series

Health Service
The Health service monitors hardware status, as returned by the CMM software tool.

To enable this service, a CMM manager must be declared for the host and the hardware
identifier (used to identify the host in the NovaScale Blade Chassis) must be provided during
NovaScale Master configuration. Please refer to the Administrator's Guide for details.

+ Status is set to WARNING if CMM has assigned a WARNING status to the host.
» Status is set to CRITICAL if CMM has assigned a CRITICAL status to the host.
o Status is set to UNKNOWN if CMM is not accessible or if the host has not been

successfully mapped in the chassis (due for example to an incorrect hardware identifier).
Status Information
Status information is set by CMM and represents the host hardware status.
Examples:
Current status: OK
Status Information No critical or warning events

O The hardware state of the host is OK.
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Current status: CRITICAL
Status information:  DASD Removed.
0 The hardware state of the host is CRITICAL.

Current status: unknown

Status information:  Unable to get SNMP response [No response from remote host
'192.168.207.46'

O The hardware state can't be retrieved from the CMM manager due to connection timeout.
This issue can result from a bad declaration of the SNMP Manager in the CMM
configuration.

Correcting Status

+ From the Tree Pane, display the host pop-up menu and select HW Manager GUI to launch
the CMM tool and investigate and correct the problem.

Note:

For more information about CMM, please refer to the documentation delivered your server.

Hardware Category for NovaScale 4000 Series

Alerts Service
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The Alerts Service is used to collect the hardware SNMP traps emitted by the host.

To enable this service, the mib basebrd5 must be integrated in the NovaScale Master
application and SNMP trap reception must be enabled.

At installation time, the mib is integrated and SNMP trap reception is enabled.

Traps are previously filtered and only the traps emitted by the Hardware Management card
are used fo animate this service. The Hardware Management card must be properly
configured with the Intel SMU tool to send traps to the NovaScale Master_server host.

The status of this service depends on trap severity:

« Status is set to OK if trap severity is NORMAL.

« Status is set to WARNING if trap severity is INFORMATION or WARNING.

» Status is set to CRITICAL if trap severity is MAJOR or CRITICAL.

As Administrator, you can display and edit trap severity through the Configuration
application. Please refer to the Administrator's Guide for details.

Status Information

Trap description, as found in the trap mib, is used as status information

Example:

Trap systemHealthCriticalEvent O Server Health Critical: The overall health of the server is

critical

Correcting Status

+ From the Tree Pane, display the host pop-up menu and select HW Manager GUI to launch
the ISM tool and investigate and correct the problem.

Note:

For more information about ISM, please refer to the documentation delivered your server.
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Health Service
The Health service monitors hardware status, as returned by the Intel System Management
(ISM) software tool.

To enable this service, a manager must be declared for the host (see the Administrator's
Guide for details about how, as Administrator, you can declare a manager) and ISM must be
installed and running on that manager.

Health is an ISM indicator that reflects the global state of hardware. The hardware
components taken into account in Health can be configured in ISM.

+ Status is set to WARNING if the status of one of the hardware components described as a
contributor to Health is WARNING.

+ Status is set to CRITICAL if the status of one of the hardware components described as a
contributor to Health is CRITICAL.

Correcting Status

« From the Tree Pane, display the host pop-up menu and select:
HW Manager GUI to launch the ISM tool and investigate and correct the problem.

Hardware Category for NovaScale 5000 & 6000 Series

Health Service

The Health service monitors hardware status, as returned by the PAM software tool, for the
host (or PAM domain).

To enable this service, a manager must be declared for the host (see the Administrator's
Guide for details about how, as Administrator, you can declare a manager) and a PAP
server must be installed and running on that manager.

o Status is set to WARNING if PAM has assigned a WARNING status to the domain.
« Status is set to CRITICAL if PAM has assigned a CRITICAL status to the domain.

« Status is set to UNKNOWN if PAM is not accessible or if PAM has not successfully
computed domain status.

Status Information
Status information is set by PAM and represents host hardware status.

Examples:

For the Domain FAMEOOO_OIDO of the CentralSubSystem FAMEQQO, the functional status is
NORMAL (The domain state is "BIOS READY - STARTING EFI)

Correcting Status

 From the Tree Pane, display the host pop-up menu and select:
PAM to launch the PAM tool and investigate and correct the problem.

Note:
For more information about PAM, please refer to the documentation delivered with your
server.

Categories and Services Reference List 5-15



Other Monitoring
PAM Category

GlobalStatus Service
The GlobalStatus service reflects global functional status, as returned by the PAM manager.
This comprises the hardware status of the whole configuration managed by this instance of
PAM, as well as the status of the PAM manager itself.

This service only exists on a host declared as a NovaScale 5000 / 6000 manager (see the
Administrator's Guide for details about how, as Administrator, you can declare a manager).

« Status is set to WARNING if PAM has assigned a WARNING status to the configuration.
« Status is set to CRITICAL if PAM has assigned a CRITICAL status to the configuration.

« Status is set to UNKNOWN if PAM is not accessible or if PAM has not successfully
computed global status.

Status Information

Status information is set by PAM and represents the global functional state for the managed
hosts and for the PAM manager tool.

Examples:
The PAM manager global status is WARNING

Correcting Status

+ From the Tree Pane, display the host pop-up menu and select PAM to launch the PAM tool
and investigate and correct the problem.

Note:
For more information about PAM, please refer to the documentation delivered with your
server.

Alerts Service
The Alerts Service is used to collect hardware SNMP traps emitted by the manager.

To enable this service, the mib PAMEventtrap must be integrated in the NovaScale Master
application and SNMP trap reception must be enabled.

At installation time, the mib is integrated and SNMP trap reception is enabled.

The Hardware Management card must have been correctly configured to send traps to the
NovaScale Master SERVER host.

The status of this service depends on trap severity:

« Status is set to OK if trap severity is NORMAL.

« Status is set to WARNING if trap severity is INFORMATION or WARNING.
« Status is set to CRITICAL if trap severity is MAJOR or CRITICAL.

As Administrator, you can display and edit trap severity through the Configuration
application. Please refer to the Administrator's Guide for details.

CMM Category

ChassisStatus Service
The ChassisStatus service reflects the functional status of the NovaScale Blade Chassis, as
returned by the CMM manager. This state comprises the hardware status of the whole
configuration managed by this CMM, as well as the status of the CMM manager itself.
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This service exists only on a host that is declared as a CMM manager (see the
Administrator's Guide for details about how, as Administrator, you can declare a manager).

+ Status is set to WARNING if CMM has assigned a WARNING status to the host.
« Status is set to CRITICAL if CMM has assigned a CRITICAL status to the host.
o Status is set to UNKNOWN if CMM is not accessible or if CMM has not been able to

compute global status.

Correcting Status

 From the Tree Pane, display the host pop-up menu and select: CMM to launch the CMM
tool and investigate and correct the problem.

Note:
For more information about CMM, please refer to the documentation delivered with your
server.

Alerts Service
The Alerts Service is used to collect the hardware SNMP traps emitted by the manager. To
enable this service, the mib mmalert must be integrated in the NovaScale Master application
and SNMP trap reception must be enabled.

At installation time, the mib is integrated and SNMP trap reception is enabled.

The Hardware Management card must be correctly configured to send traps to the
NovaScale Master_SERVER host.

The status of this service depends on trap severity:

« Status is set to OK if trap severity is NORMAL.

« Status is set to WARNING if trap severity is INFORMATION or WARNING.
« Status is set to CRITICAL if trap severity is MAJOR or CRITICAL.

As Administrator, you can display and edit trap severity through the Configuration
application. Please refer to the Administrator's Guide for details.

RMC Category

PowerStatus Service
The PowerStatus service reflects the power status of an Express5800, as returned by the
RMC management card.

This service exists only on a host that is declared as a RMC manager (see the Administrator's
Guide for details about how, as Administrator, you can declare a manager).

« Status is set to CRITICAL if RMC has assigned a power status off.
+ Status is set to UNKNOWN if RMC is not accessible or if RMC has not been able to

compute power status.

Correcting Status

+ From the Tree Pane, display the host pop-up menu and select RMC to launch the CMM tool
and investigate and correct the problem.

Note:
For more information about RMC, please refer to the documentation delivered your server.

Alerts Service
The Alerts Service is used to collect the hardware SNMP traps emitted by the manager.

To enable this service, the mib bmclanpet must be integrated in the NovaScale Master
application and SNMP trap reception must be enabled.
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At installation time, the mib is integrated and SNMP trap reception is enabled.

The Hardware Management card must be correctly configured to send traps to the
NovaScale Master_SERVER host.

The status of this service depends on trap severity:

« Status is set to OK if trap severity is NORMAL.

« Status is set to WARNING if trap severity is INFORMATION or WARNING.
« Status is set to CRITICAL if trap severity is MAJOR or CRITICAL.

As Administrator, you can display and edit trap severity through the Configuration
application. Please refer to the Administrator's Guide for details.
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Storage Monitoring

Storage Category

SanitStatus Service

The SanitStatus service monitors the state of the storage, returned by the S@N.IT! application,
for any host managed in the SAN.

+ To enable this service, a SANIT manager must be declared for the host.
o Status is set to OK if S@NLIT! has assigned a NORMAL status to the host.
« Status is set to CRITICAL if S@NL.IT! has assigned a FAULTY status to the host.

« Status is set to UNKNOWN if S@N.IT! has assigned an UNKNOWN or NOT MONITORED
status to the host OR if the storage identifier provided during the NovaScale Master
configuration is not valid. Please refer to the Administrator's Guide for details.

Correcting Status

* From the Tree Pane, display the host pop-up menu and select:
S@N.IT! to launch the client part of the application (Web or local mode) and investigate
and correct the problem.

SANIT Category

Alerts Service
The Alerts Service is used fo collect the SNMP traps emitted by the S@N.IT! application.

To enable this service, the mib femgmt3 must be integrated in the NovaScale Master
application and SNMP trap reception must be enabled.

At installation time, the mib is integrated and SNMP trap reception is enabled.

The S@N.IT! application must be correctly configured to send traps to the NovaScale
Master_SERVER host.

The status of this service depends on trap severity:

« Status is set to OK if trap severity is NORMAL.

» Status is set to WARNING if trap severity is INFORMATION or WARNING.
» Status is set to CRITICAL if trap severity is MAJOR or CRITICAL.

As Administrator, you can display and edit trap severity through the Configuration
application. Please refer to the Administrator's Guide for details..

MegaRAID Category

Status Service
The Status service monitors the state of the storage, returned by the MegaRAID SNMP agent.

+ To enable this service, MegaRAID category and Status service must be configured for the
host.

« Status is set to OK if agent has assigned a NORMAL status to the host.
« Status is set to CRITICAL if agent has assigned a FAULTY status to the host.

+ Status is set to UNKNOWN if agent has assigned an UNKNOWN or NOT MONITORED
status to the host. Please refer to the Administrator's Guide for details.
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Alerts Service

The Alerts Service is used to collect the SNMP traps emitted by the MegaRAID SNMP agent.

To enable this service, the mib megaraid must be integrated in the NovaScale Master
application and SNMP trap reception must be enabled.

At installation time, the mib is integrated and SNMP trap reception is enabled.

The MegaRAID SNMP agent must be correctly configured to send traps to the NovaScale
Master_SERVER host.

The status of this service depends on trap severity:

o Status is set to OK if trap severity is NORMAL.

+ Status is set to WARNING if trap severity is INFORMATION or WARNING.
» Status is set to CRITICAL if trap severity is MAJOR or CRITICAL.

As Administrator, you can display and edit trap severity through the Configuration
application. Please refer to the Administrator's Guide for details.

5-20 User's Guide



Index

Numbers
Symbols

/proc/loadavg file, 5-5
/var/log/messages file, 5-4

Numbers

0 Category, definition, 1-4
0 View, definition, 1-4

A

Administrator, 1-1, 1-6
Alerts, 2-6
Alerts service, 5-12, 5-13, 5-14, 5-16, 5-17, 5-19,
5-20
All Service, 5-3
All service (Windows), 5-9
Animation
colors, 3-3
rules, 3-3
Animation menu, 3-7
Animation menu, 3-3, 3-6, 3-7, 3-8, 3-9
Application Service, 5-7
ARMC, 1-3
hardware manager, 2-15, 3-42
AuthentFailures service, 5-4

C

Category
CMM, 5-16, 5-17
Eventlog, 5-7
FileSystems, 5-3
Hoerore (Express 5800), 5-12
Hardware (NovaScale 3000), 5-12
Hardware (NovaScale 4000), 5-14
Hardware (NovaScale 5000 & 6000), 5-15
Hardware (NovaScale Blade), 5-13
Hardware (NovaScale T800 & R400), 5-13
Internet, 5-1
LinuxServices, 5-3
LogicalDisks, 5-9
MegaRAID, 5-19
PAM, 5-16
Reporting, 5-2
SANIT, 5-19
Storage, 5-19
Syslog, 5-4
Systemload, 5-5, 5-9
WindowsService, 5-10
Change Password menu, 3-42
ChassisStatus service, 5-16, 5-17
CMM, 1-3
hardware manager, 2-15, 3-41
CMM category, 5-16, 5-17
CMM manager menu, 3-7
Color
host icon, 2-6

service icon, 2-5
CPU service, 5-5
CPU service (Windows), 5-9
Create a new user, 2-14

D

Diagnosis menu, 3-3, 3-8

E

ESMPRO, 1-3
hardware manager, 2-15, 3-41
ESMPRO menu, 3-7
Eventlog category, 5-7
Eventlog service, 5-10
Expand menvu, 3-6, 3-7, 3-8

F

File, /proc/loadavg, 5-5
file, /var/log/messages, 5-4
FileSystem menu, 3-42
FileSystems category, 5-3
FTP service, 5-1

GlobalStatus service, 5-16

H

Hardware Category (Express 5800), 5-12

Hardware Category (NovaScale 3000), 5-12

Hardware category (NovaScale 4000), 5-14

Hardware category (NovaScale 5000 & 6000),
5-15

Hardware category (NovaScale Blade), 5-13

Hardware Category (NovaScale T800 & R400),
5-13

Hardware Manager, PAM, ISM, CMM, ESMPRO,
2-15

Health service, 5-13, 5-15

History, 2-6

HTTP service, 5-1

HTTP_NSMaster service, 5-1

Intel based computers
ARMC, 3-42
ESMPRO, 2-15, 3-41
RMC, 3-42
RMC or AMRC, 2-15
Internet category, 5-1
IPMltool, 1-5
ISM, 1-3
hardware manager, 2-15, 3-41
ISM menu, 3-7

L

LinuxServices Category, 5-3
LogicalDisks category, 5-9

Index X-1



M

Management Tree, presentation, 3-1
MegaRAID category, 5-19

Memory service, 5-5
MemoryUsage service, 5-10

MRTG, 1-5
N
Nagios, 1-5

Network Configuration menu, 3-42
Node

definition, 3-1

Root, 3-6
notify_recovery parameter, 5-4
NovaScale 4000, ISM, 2-15, 3-41
NovaScale 5000, PAM, 2-15, 3-41
NovaScale 6000, PAM, 2-15, 3-41
NovaScale Blade Series, CMM, 2-15, 3-41

O

Off menv, 3-3, 3-8, 3-9
On menv, 3-3, 39
Open Source, Webmin, 2-13
Operations
UsersActions / Users, 2-13
VNC Viewer, 2-11
Operator, 1-1, 1-6

P

PAM, 1-3

hardware manager, 2-15, 3-41
PAM category, 5-16
PAM manager menu, 3-7
Perf_indic service, 5-2
Ping command, 1-2
PowerStatus service, 5-12, 5-13
Processes menu, 3-42
Processes service, 5-6

R

Remote control, 2-11
telnet, 2-13
VNC Viewer, 2-11
Webmin, 2-13
Remote Deskiop, 3-42
Reporting category, 5-2
RMC, hardware manager, 2-15, 3-42
Role
Administrator, 1-1
operator, 1-1
Root node, 3-6
RPM Products menu, 3-42

S

SANIT category, 5-19

SanitStatus service, 5-19

Security Service, 5-8

Service
Alerts, 5-12, 5-13, 5-14, 5-16, 5-17
Alerts , 5-19, 5-20
All, 5-3

X-2 User's Guide

All (Windows), 5-9
Application, 5-7
AuthentFailures, 5-4
ChassisStatus, 5-16, 5-17
CPU, 5-5

CPU (Windows), 59
definition, 1-4

Eventlog (Windows), 5-10
FTP, 5-1

GlobalStatus, 5-16
Health, 5-13, 5-15

HTTP, 5-1
HTTP_NSMaster, 5-1
Memory, 5-5
MemoryUsage, 5-10
Perf_indic, 5-2

PowerStatus , 5-12, 5-13
Processes, 5-6
SanitStatus , 5-19
Security, 5-8
Status , 5-19
Syslogd, 5-3
System, 5-8
TCP_n, 5-1
UDP_n, 5-1
Users, 5-6
Service state, color, 2-5
Shell Command menu, 3-42
SSH, 3-42
Status
ISM, ESMPRO, 3-7
service, 3-8
Status service, 5-19
Status Trends for this service, 2-7
storage category, 5-19
Syslog category, 5-4
Syslogd service, 5-3
System Logs menu, 3-42
System service, 5-8
Systemload category, 5-5, 5-9

T

TCP_n service, 5-1
Telnet, 1-2

telnet, 2-13

Telnet menu, 3-42
Threshold, 1-2
Trends, 2-6

U

UDP_n service, 5-1
UltraVNC, 1-2
UltraVNC Server, 1-5
UltraNC Viewer, 2-11
Users menu, 3-42
Users service, 5-6

\'

View, 1-2
default, 3-9
load, 3-9
VNC Viewer, password, 2-12



VNC Viewer menu, 3-42 WindowsServices category, 5-10

W

Webmin, 1-2, 1-5, 2-13
password, 2-13

Index X-3



X-4 User’s Guide



Technical publication remarks form

Title : NOVASCALE NovaScale Master User's Guide

Reference: 86 A2 49EG 05 Date: October 2006

ERRORS IN PUBLICATION

SUGGESTIONS FOR IMPROVEMENT TO PUBLICATION

Your comments will be promptly investigated by qualified technical personnel and action will be taken as required.
If you require a written reply, please include your complete mailing address below.

NAME : Date :
COMPANY :

ADDRESS :

Please give this technical publication remarks form to your BULL representative or mail to:

Bull - Documentation DeP":

1 Rue de Provence

BP 208

38432 ECHIROLLES CEDEX
FRANCE

info@frec.bull.fr



Technical publications ordering form

To order additional publications, please fill in a copy of this form and send it via mail to:

BULL CEDOC
357 AVENUE PATTON Phone: +33 (0) 2 41 73 72 66
B.P.20845 FAX: +33 (0) 2 41 73 70 66
49008 ANGERS CEDEX 01 E-Mail: srv.Duplicopy@bull.net
FRANCE
Reference Designation Qty

i A

e (|

[ __1 : The latest revision will be provided if no revision number is given.

NAME: Date:
COMPANY:

ADDRESS:

PHONE: FAX:

E-MAIL:

For Bull Subsidiaries:

|dentification:

For Bull Affiliated Customers:

Customer Code:

For Bull Internal Customers:

Budgetary Section:

For Others: Please ask your Bull representative.




BLANK



BULL CEDOC

357 AVENUE PATTON
B.P.20845

49008 ANGERS CEDEX 01
FRANCE

REFERENCE
86 A2 49EG 05



	Homepage
	NovaScale Master User's Guide 86 A2 49EG 05
	Contents
	Introduction
	ScopeandAudienceofthisManual
	Highlighting
	RelatedPublications

	Chapter1.AboutNovaScaleMaster
	Scope
	SupervisionFeatures
	AdministrationFeatures
	Service
	Category
	View
	Map

	NovaScaleMasterComponents
	NovaScaleMasterandSecurity
	Authentication
	Role-basedManagement


	Chapter2.GettingStarted
	StartingtheConsole
	ConsoleBasics
	NovaScaleMasterAuthenticationandRoles

	DisplayingMonitoringInformation
	StartingwiththeTreemode
	LookinginthePast
	ViewingMoreInformation

	ReceivingAlerts
	SendingEmailNotifications
	SendingSNMPTrapsNotifications
	ViewingNotifications

	TakingRemoteControlofaHost
	WindowsHosts
	LinuxHosts

	ManagingHardware
	UsingtheSystemNativeHardwareManager
	UsingtheNovaScaleMasterHardwareManagementApplication

	FollowingaPerformanceIndicatoroveraLargePeriod
	NovaScaleMasterConfiguration

	Chapter3.UsingNovaScaleMasterConsoleSupervisionModes
	WorkingintheTreeMode
	ManagementTreeBasics
	ManagementTreeAnimation
	ManagementTreeNodes
	ManagementTreeViews

	WorkingintheAlertsMode
	AlertBasics
	AlertSelection
	AlertInformation

	SupervisionInformation
	SupervisionInformationBasics
	MonitoringInformation
	ReportingInformation
	OperationsMenu


	Chapter4.UsingNovaScaleMasterConsoleApplications
	NovaScaleMasterHardwareManagementApplication
	HostSelection
	Commands

	Reports
	OtherApplications

	Chapter5.CategoriesandServicesReferenceList
	MonitoringHosts
	InternetCategory
	ReportingCategory

	MonitoringLinuxSystems
	FileSystemsCategory
	LinuxServicesCategory
	SyslogCategory
	SystemLoadCategory

	MonitoringWindowsSystems
	EventLogCategory
	LogicalDisksCategory
	SystemLoadCategory
	WindowsServicesCategory

	HardwareMonitoring
	HardwareCategoryforExpress5800
	HardwareCategoryforNovaScale3000Series
	HardwareCategoryforNovaScaleT800&R400Series
	HardwareCategoryforNovaScaleBladeSeries
	HardwareCategoryforNovaScale4000Series
	HardwareCategoryforNovaScale5000&6000Series

	OtherMonitoring
	PAMCategory
	CMMCategory
	RMCCategory

	StorageMonitoring
	StorageCategory
	SANITCategory
	MegaRAIDCategory


	Index




