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Introduction

This User’s Guide describes RAID System management utility "Universal RAID Utility".

See "Appendix A : Glossary" for the terms on the Universal RAID Utility and those used in this User’s Guide.

Before the Universal RAID Utility can be used, you should carefully read the User’s Guide of the RAID System
managed by the Universal RAID Utility and that of the computer in which the RAID System is installed.

The User’s Guide is intended to be read by engineers who are fully familiar with the functions and operations
of Windows and Linux. Refer to the Window and Linux online help and related documentation for the operations

and concerns of Windows and Linux.

Symbols used in the text

The User’s Guide uses the following three symbols. Follow these symbols and their meanings to use the
Universal RAID Utility appropriately.

Indicates a matter or caution you should particularly obey on operations of the Universal RAID

o di

Utility.

“ Indicates a notice you should check to operate the Universal RAID Utility.

P Indicates effective or convenient information which help you if you know them.
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Overview

This chapter describes the overview of the Universal RAID Utility.

What is the Universal RAID Utility?

The Universal RAID Utility enables RAID Systems in a computer to be managed.

The Universal RAID Utility is characterized as follows.
1. Allowing a variety of RAID Systems to be managed

Conventionally, a specific management utility must be used for each RAID System. On the other hand,
only the Universal RAID Utility can manage more than one RAID System. For the RAID Systems which
the Universal RAID Utility can manage, refer to the documentation on computers and RAID Systems.

2. Operating in either Standard or Advanced Mode

The Universal RAID Utility can operate in two running modes, which are Standard Mode and
Advanced Modes.

The Standard Mode provides the Universal RAID Utility with standard management functions of RAID
Systems.

The Advanced Mode provides the Universal RAID Utility with advanced management and
maintenance functions of RAID Systems.

Using the two running modes appropriately depending on users and jobs allows the usability of the
Universal RAID Utility to be improved and malfunctions to be avoided.

3. Configuring RAID Systems easily

Using the Universal RAID Utility, you can configure a RAID System easily without expert knowledge of
the RAID System.

The Universal RAID Utility provides the "simple Logical Drive create function" allowing a Logical Drive
to be created by selecting only two selection items according to the guide of the Universal RAID Utility
and the "Easy Configuration" allowing a RAID System to be configured only by defining uses of
unused Physical Devices.

4. Supporting general functions required for configurations, operations and maintenances of RAID Systems

The Universal RAID Utility supports general functions for configuring a RAID System (including
creating Logical Drive and making Hot Spare), general operation functions (including log recording,
Patrol Read and Consistency Check), and general functions required for maintenance (including
Rebuild and Locate functions).

5. Troubleshooting RAID Systems

The Universal RAID Utility can detect failures occurred in RAID Systems by using various functions.
The RAID Viewer, the GUI of the Universal RAID Utility, indicates the configurations and status of RAID
Systems comprehensibly with trees and icons. The raidcmd, the CLI of the Universal RAID Utility,
indicates the same information too. In addition, the Universal RAID Utility registers failures occurred
in RAID Systems not only to the dedicated log but also the OS log. Further, the Universal RAID Utility
can send alerts to NEC ESMPRO Manager.
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Universal RAID Utility Structure

The Universal RAID Utility consists of the following modules:

® raidsrv service

The raidsrv service always operates in the computer to manage RAID Systems. Receiving a
processing request from the RAID Viewer or raidecmd, the raidsrv service provides proper information
on a RAID System or performs an appropriate operation for the RAID System. In addition, the raidsrv
service manages events occurred in RAID Systems, notifies the RAID Viewer of the events and/or
registers them to several logs.

® RAID Viewer
The RAID Viewer is the Windows application managing and monitoring the RAID system by GUI. The

RAID Viewer displays the configuration and status of a RAID System graphically or provides
configuration and operation for a RAID System.

® Log Viewer

The Log Viewer is the Windows application viewing the event of RAID system. The Log Viewer allows
you to see the RAID Log in which events occurred in RAID Systems are registered.

® raidemd

The raidecmd is the application managing and monitoring the RAID system by CLI.
The raidecmd is the command that indicates the configuration and status of a RAID System or
operates on a console providing configurations and operations.

Figure 1 Configuration of Universal RAID Utility
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The usable modules are different by the version of Universal RAID Utility or the kind of operating system.
See the following table for detail.

Universal RAID Utility Version Ver1.00 and Verl1.01 Ver1.20 or later
Operating System Windows Linux Windows Linux
raidsrv service v v v v
RAID Viewer v v
Log Viewer v v
raidemd v v v v
Consistency
Check only

12



Setting up the Universal RAID Utility

This chapter describes installation or uninstallation of the Universal RAID Utility.

Operation Environments

The Universal RAID Utility can operate in the following environments.

Hardware

Computers

The computers can contain RAID Systems to be managed by the Universal RAID Utility.

RAID Systems to be managed by Universal RAID Utility

For RAID Systems which can be managed by the Universal RAID Utility, refer to the documentation
attached to the computer in which RAID Systems are installed and that attached to the RAID
Controller including the Universal RAID Utility.

Software (Windows)

Operating systems

The Universal RAID Utility can operate in the following operating systems.
It can operate in either 32-bit or 64-bit environment for any operating system other than Windows
2000.

B Windows Server 2008 (Universal RAID Utility Ver 1.20 or later version)
® Windows Server 2003 R2 SP1 or later

B Windows Server 2003 SP1 or later

B Windows 2000 SP4

B Windows Vista

B Windows XP Professional SP2 or later

.2 If you use "Server Core Install Option" of Windows Server 2008, you can use raidcmd
INPORTANT for the management of the RAID system only (You can not use RAID Viewer and Log
Viewer).

Microsoft .NET Framework

To use the Universal RAID Utility, Microsoft .NET Framework Version 2.0 or higher is required.
If the operating system installed in your computer is any of those listed below, install Microsoft .NET
Framework Version 2.0:

B Windows Server 2003 R2 SP1 or later
B Windows Server 2003 SP1 or later
B Windows 2000 SP4

B Windows XP Professional SP2 or later
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For the installation of Microsoft .NET Framework Version 2.0 or higher, see "Preparing the installation
of Universal RAID Utility: Microsoft .NET Framework".
Runtime component of Microsoft Visual C++ library

To use the Universal RAID Utility, the runtime component of the Microsoft Visual C++ library is
required.

For the installation of the runtime component of the Microsoft Visual C++ library, see "Preparing the
installation of Universal RAID Utility: Runtime component of Microsoft Visual C++ library".
Safe mode

The Universal RAID Utility uses the network function. Accordingly, the Universal RAID Utility is
unavailable in any of the following safe modes in which the network function cannot operate.

B Safe Mode
B Safe Mode with Command Prompt
B Safe Mode with Networking

Software (Linux)

Operating systems

The Universal RAID Utility can operate in the following operating systems.
It can operate in either 32-bit or 64-bit environment for any operating system.

B Red Hat Enterprise Linux 4.5 or later
B Red Hat Enterprise Linux 5.1 or later
B MIRACLE LINUX V4.0 SP 2 or later

B Asianux Server 3

Single user mode

The Universal RAID Utility uses network functions. Accordingly, the Universal RAID Utility cannot be
used in the single user mode without network functions. For how to use the Universal RAID Utility in
the single user mode, see "Starting Universal RAID Utility in Single User Mode".

Others

System Requirements

Resource Windows Linux

Available Hard Disk Space 50MB or more —
(not include Microsoft .NET (not include the required
Framework Ver2.0. the runtime of packages as standard C++
Microsoft Visual C++ 2005 SP1 library...etc)
library)

RAM 512MB or more —
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TCP ports used by Universal RAID Utility
The Universal RAID Utility uses the following two TCP ports.

TCP ports used by Universal RAID Utility

52805 and 52806

For the change of TCP ports number using Universal RAID Utility, see "Changing TCP port number".
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Installation and Uninstallation (Windows)

This section describes the procedure of installation and uninstallation of Universal RAID Utility on Windows
operating system.

In order to install or uninstall Universal RAID Utility, you can use "setup.exe" as setup program of Universal
RAID Utility. The setup program checks whether the Universal RAID Utility exists in the computer in which

RAID Systems are used. According to the result of the checking, the setup program performs the proper
process as shown in the figure below.

Start
Setup Program

No
’. >4 New Installation

Yes
Yes
® ) Update Installation
N _
NRCIIN rsccion

End
Setup Program

Figure 2 The procedure of Setup Program (Windows)
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Setup Program

The setup program is contained in the installation image of the Universal RAID Utility. Before the
Universal RAID Utility can be installed or uninstalled, you must prepare the installation image.

"’1 The installation image of the Universal RAID Utility is contained in an accessory of the

TIPS computer or RAID Controller.

The procedure for starting Setup Program of Universal RAID Utility is below.

Step1l Log on to the computer with administrator authority to install or uninstall Universal RAID Utility.

> ® A user having the administrator authority should install or uninstall the Universal
INPORTANT RAID Utility in the computer. Only users having the administrator authority can
execute the setup program.

® You must close RAID Viewer and Log Viewer, raidcmd, Event Viewer when will
uninstall Universal RAID Utility.

Step2 Click [Start], [Run...], [Browse...]. Click setup.exe in the folder contained the installation image
of Universal RAID Utility and click [Open] in the [Browse] dialog box. Recognize that displays "setup.exe"
in [Name] box on [Run] dialog box and click [OK].

O If you use "Server Core Install Option" of Windows Server 2008, there is not [Start]
INPORTANT menu. You must run setup.exe on the [Administrator : Command Prompt].

Step 3  The setup program checks whether the Universal RAID Utility exists in the computer in which
RAID Systems are used. According to the result of the checking, the setup program performs the proper
process as shown in the "Figure 2 The procedure of Setup Program (Windows)".

w©  The setup program of Universal RAID Utility Ver1.00 doesn't have the function of
INPORTANT “Update Installation".

Preparing the installation of Universal RAID Utility:
Microsoft .NET Framework

The Universal RAID Utility uses Microsoft .NET Framework Version 2.0 or higher. Install Microsoft .NET

Framework Version 2.0 or higher if it does not exist in the computer where the Universal RAID Utility is to
be installed.

W Windows Vista and Windows Server 2008 includes .NET Framework Version 2.0 or

p higher. Therefore, you don't need to install .NET Framework in case of using them as
operating system.

Step1 Click [Start] - [Control Panel]. Then double-click [Add or Remove Program].
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Step2 Click [Change or
Remove Program] to list
[Currently installed
programs]. If the following
programs exist in the list of
[Currently installed
programs], Microsoft .NET
Framework may not be
installed. If either or both of -
the packages do not exist, install the package(s).

B [Microsoft .NET Framework 2.0] (for x64, [Microsoft .NET Framework 2.0 (x64)])

& Akl ur Rersee Prograrm =10

Darently instabad programs: T rewwngiated St by | nar TI
Erkmuﬂ N T sk 5.0 e 121000

15 Merosoft Vimsal G+ 2005 Roachstrbautibl Soe  5.ZLMB

Step3  Microsoft .NET Framework Version 2.0 uses different packages depending on the CPU
architecture. See the table below to download and install the required packages.

CPU architecture Required components and their vendors

x86 [Microsoft .NET Framework Version 2.0 Redistributable Package (x86)]

http://www.microsoft.com/downloads/details.aspx?Family|D=0856EACB-4362-4B0
D-8EDD-AAB15C5E04F5&displaylang=en

x64 [Microsoft .NET Framework Version 2.0 Redistributable Package (x64)]

http://www.microsoft.com/downloads/details.aspx?familyid=92e0elce-8693-4480-
84fa-7d85eef59016&displaylang=en

Preparing the installation of Universal RAID Utility:

Runtime component of Microsoft Visual C++ library
The Universal RAID Utility uses the runtime component of the Microsoft Visual C++ 2005 SP1 library. If
the runtime component of the Microsoft Visual C++ 2005 SP1 library does not exist in the computer
where the Universal RAID Utility is to be installed, install the runtime component.

Step1 Click [Start] - [Control Panel]. Then double-click [Add or Remove Program].

Step2 Click [Change or
Remove Programs] to list

& Akl ur Rersee Prograrm =10

i Cumentsy instaded : I showupgdites |
[Currently installed - - ‘”""""“k L
- oy t . NLT Framsecd 2 0 E-
programs]. If the following g Sae 1210040
{5 Hicroft Vissa Ca b 2005 Rsdestribut bl Sipe  5.2LME

program exists in the list of
[Currently installed
programs], the runtime
component of the Microsoft
Visual C++ 2005 SP1 library
may not be installed.

If not, install the runtime component of the Microsoft Visual C++ 2005 SP1 library.

B [Microsoft Visual C++ 2005 Redistributable]

Step 3  For the runtime component of the Microsoft Visual C++ 2005 SP1 library, see the table below
to download and install required packages.

CPU architecture Required component and its vendor

x86/x64 [Microsoft Visual C++ 2005 SP1 Redistributable Package (x86)]
http://www.microsoft.com/downloads/details.aspx?FamilylD=200b2fd9-aela-4al4
-984d-389c36f85647&displaylang=en
Use the x86 package whatever the CPU architecture may be.

There is not the description about Windows Server 2008 in "System Requirements" -
"Supported Operating Systems." But if you use Windows Server 2008 as the operating
system, you need to install this package.

18



New Installation

The Setup Program install Universal RAID Utility newly, when there is not Universal RAID Utility in the

computer.

Step1 The new installation starts the
InstallShield Wizard of the Universal RAID
Utility. Click [Next].

Step2 The Universal RAID Utility is
installed in \Program Files\Universal
RAID Utility (or Program Files (x86) for
x64) in the drive where the OS is started
by default. To change the installation
folder, click [Change] and enter another
installation folder. Click [Next] to start the
installation.

Step 3 At the completion of the
installation, the wizard appears as shown
in the figure to the right. Click [Finishl].

Universal RAID Utility - InstallShield Wizard x|

‘Welcome to the InstallShield Wizard for
Universal RAID Utility

The InstallShield ‘Wizard will ingtall Universal BAID Utiliy
on your computer. To continue, click Mext.

Cancel

Universal RAID Utility - InstallShield Wizard x|

Choose Destination Location

Select folder where setup will install files.

&

Ingtall Univerzal RaAID Utility to:
C:\Program Filesh\Universal RAID Ltility

LChange... |

st S ield

Cancel

The InstallShield ‘Wizard has successfully installed Universal
RalD Utility. Click Finish to exit the wizard.

< Back Canze]
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Step4 Ifinstallation
completes, "Universal RAID
Utility" is registered to the
program list in the [Change
or Remove Programs].

Also, in case of Universal
RAID Utility Ver1.30 or later
version, "LSI SAS Storage
SNMP Agent X" (X is
version) is registered too.

L )

& fckd ur Deriee Prosranm =10 =]
Darently instabad programe: T hwmw upsdabed St bry: [dam -vl
15 Phcrosoft WET Framewark 2.0 Sz B4 ITME
1B Hhcr i, Vel Do 200 Mokt b ae B2V

jia Linfverwal RAID ULy

ﬁlm:.n:-mmwrmﬂ.u-m e 0.5
I [ntedFL ) PO Mebwork, Connectiong [eiers
5 Mt Graphucs Sefteanns (pamanes ooy

il e B W e Bl

& fckd ur Deriee Prosranm =lol=l
Sarenkly instabad programs: T hwmw upsdabed St bry: [ism vl
15 Phcrosoft WET Framewark 2.0 e B9, 37ME
B Hhcr i, Vel o 2005 Mokt b P S.21M8
15 Lrreeresl RAID Lty e 1.7

15 L1 5AS Storage SHIP Agent vl 3-0004

I [l R ) PO Mebweork, Connections Deivers
_L:",l st Griphets Softws (ramvs ool

£ T SRR "

® Don't uninstall " LSI SAS Storage SNMP Agent X " (X is version) in the list of [Add
INPORTANT or Remove Program]. If you uninstall it, Universal RAID Utility can't use normally.

® Please check the setting of [When maximum log size is reached] in the
[Properties] of [System] event log. In case of [When maximum log size is reached]
is not [Overwrite events as needed], when log size reaches maximum size,
Universal RAID Utility can not register the detected RAID event to the Windows
event log and alert it to the NEC ESMPRO Manager. Please set [When maximum
log size is reached] to the [Overwrite events as needed].

20




Update Installation

The Setup Program install the new version of Universal RAID Utility, when there is the old version of
Universal RAID Utility in the computer. The Setup Program use the following setting continuously.

B Installation folder
B The contents of RAID log
B TCP port using Universal RAID Utility

B The running mode of RAID Viewer and raidcmd
B The scheduled task of consistency check in task of operating system

Step1l The update installation starts
the InstallShield Wizard of the Universal
RAID Utility. Click [Next].

Step2 At the completion of the
installation, the wizard appears as shown
in the figure to the right. Click [Finish].

You can check the result of installation by
the same way with "New Installation".

Universal RAID Utility - InstallShield Wizard

Welcome to the InstallShield Wizard for
Universal RAID Utility

The InstallShield ‘Wizard will update the installed version
[1.00.008] of Univerzal RAID Utility to wersion 1.10.0. Ta
continue, click Next.

Cancel

The InstallShield ‘Wizard haz updated Univerzal RAID Utility ta
wversion 1.10.0.

< Back Cance
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Uninstallation

The Setup Program uninstall Universal RAID Utility, when there is the same version of Universal RAID
Utility in the computer.

"’1 You can start the uninstallation by using the clicking [Delete] on "Universal RAID Utility"
@ program in the list of [Add or Remove Program].

Step1 The InstallShield Wizard of the Universal RAID Utility - InstallShield Wizard ]
Universal RAID Utility is started. Click [Yes] on
the dialog box shown to the right to start the
uninstallation. Click [No] to abort the setup
program.

Do you want to completely remove the selected application and all of its Features?

Step2 At the completion of the Universal RAID Utility - InstallShield Wizard
uninstallation, the wizard appears as
shown in the figure to the right. Click
[Finish].

Uninstall Complete

The InstallShield ‘Wizard haz successully uninstalled Universal
Rl D Utility. Click Finigh to exit the wizard.

If the uninstallation completes, "Universal
RAID Utility" is deleted from the list of
[Add or Remove Program].

Also, in case of Universal RAID Utility
Ver1.30 or later version, "LSI SAS Storage
SNMP Agent X" (X is version) is deleted
too.

< Back Canze]
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Installation and Uninstallation (Linux)

This section describes the procedure of installation and uninstallation of Universal RAID Utility on Windows
operating system.

In order to install or uninstall Universal RAID Utility, you can use "setup.sh" as setup program of Universal
RAID Utility. You must select the option parameter of setup.sh by either Installation or Uninstallation. If you
want to install Universal RAID Utility, the setup program checks whether the Universal RAID Utility exists in
the computer in which RAID Systems are used.

The procedure of Installation and Uninstallation is below.

Start Installation or
Uninstallation

Uninstallation
® ) Uninstallation
Installation

No .
® ) New Installation

' Yes
o3 >3 Update Installation
No
End Installation or
Uninstallation

Figure 3 The procedure of Installation/Uninstallation (Linux)
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Setup Program

The setup program is contained in the installation image of the Universal RAID Utility. Before the
Universal RAID Utility can be installed or uninstalled, you must prepare the installation image.

"’1 The installation image of the Universal RAID Utility is contained in an accessory of the

TIPS computer or RAID Controller.

The procedure for starting Setup Program of Universal RAID Utility is below.

Step1l Log in to the computer with administrator authority to install or uninstall Universal RAID Utility.

w©  Auser having the administrator authority should install or uninstall the Universal
INPORTANT RAID Utility in the computer. Only users having the administrator authority can
execute the setup program.

Step2 See the "Figure 3 The procedure of Installation/Uninstallation (Linux)" about next step.

w©  The setup program of Universal RAID Utility Ver1.00 doesn't have the function of
[N "Update Installation”.

Preparing the installation of Universal RAID Utility:
Recognition and Installation of required package

You must prepare the following package for using the Universal RAID Utility. If it does not exist in the
computer where the Universal RAID Utility is to be installed.

B standard C++ library : libstdc++

B GCC 3.3.4 Compatibility standard C++ library : compat-libstdc++-33
M GCC library : libgcc

B cron : vixie-cron

You can recognize the existence and install these packages by the following procedure (This procedure
is example using GCC 3.3.4 Compatibility standard C++ library).

Stepl  You can check by rpm > rpm —q compat-1i
command which does GCC 3.3.4 compat—1ibstde++-
Compatibility standard C++ library exist |
in the computer or not. If it has existed
in your computer, rpm command
displays the right way (the part of "*" is different by operating system). In this case, refer to "New
Installation".

If it has not existed in your computer, rpm command displays the right way. In this case, install it to your
computer.
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Step 2 Log in to the computer with
administrator authority to install 9

Universal RAID Ut|||ty a compat—libstde++-33 is not installed
'h compat-libstdc++-33—%. 1386. rpm

BHESHHEHERERT RS THEHEEEEE [100%]

Insert the install disk of operating

system included the "GCC 3.3.4 3 HHEBSREHBRSHRBA RS [100%]
Comparability standard C++ library" to rpm —q compat-1libstdc++33

CD-ROM/DVD-ROM drive of your compat—1libstde++-33-3. 2. 3—% e
computer.

Step 3  Move current directory to the
directory existed GCC 3.3.4 Compatibility standard C++ library, install it by rpm command (the part of
"*" js different by operating system).

Step4  You can see the result of installation by rom command. If the installation finishes, rpm
command displays the below
compat-libstdc++-33-3.2.3-*

(the part of "*" is different by operating system)
If the installation fails, rpm command does not display this package name.

New Installation
Use setup.sh in the install image for the installation of Universal RAID Utility newly.

Step 1 Execute setup.sh in the

installation image. cd directory name involved install image

Change the current directory to the > sh setup. sh —install e
gﬂrectory in which the mstallghon LUCOERN | liversalRaidUtility e

is stored and type as follows: UniversalRaidUtility-1. xx—y

sh setup.sh -install >

rpm —q storelib
Step2 At the end of setup.sh, the storelib=2.22-0

installation is completed. Check the
result of the installation by using the rpm command. When the installation is completed properly, the
following two packages are installed:
UniversalRAIDUTLility-1.xx-y (xx is minor version, y is revision number) and
storelib-2.zz-0. (zz is minor version)
If the installation fails, these packages do not exist in the computer.

Update Installation

The Setup Program execute the Update Installation when there is the old version of Universal RAID Utility
in the computer. The Setup Program use the following setting continuously.

B The contents of RAID log

M TCP port using Universal RAID Utility

B The running mode of raidcmd

B The scheduled task of consistency check in crontab of operating system

See "New Installation" about the procedure of Update Installation.
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Uninstallation
Use setup.sh in the install image for the uninstallation of Universal RAID Utility.

Step1 Execute setup.shin the

installation image. cd directory name involved install image
Change the current directory to the sh setup. sh ——uninstall o
. . . . . . SN
directory in which the installation image . R
. d d follows: rpm —q UniversalRaidUtility
Is stored an type as rollows: error: package Univ alRa tility is not installca
sh setup.sh --uninstall >
> rpm —q storelib

Step 2 At the end of Setup.sh, the error: package storelib is not installed
uninstallation is completed. Check the
result of the uninstallation by using the
rpm command. When the uninstallation is completed properly, the following two packages are
uninstalled:

UniversalRaidUtility-1.xx-y (xx is minor version, y is revision number) and
storelib-2.zz-0. (zz is minor version)
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Starting or Stopping the Universal RAID

Utility

This chapter describes the procedure of starting or stopping each module in the Universal RAID Utility.

raidsrv service

The raidsrv service is started automatically when your computer is booted and stopped automatically when
your computer is shut down.

Without operation of the raidsrv service, the Universal RAID Utility cannot operate normally. Neither make
the raidsrv service be not started nor stop the raidsrv service.

O If the raidsrv service terminates abnormally due to occurrence of an error or a process of
the raidsrv service is terminated forcibly, the lock file for avoiding double starts is left. If the
state remains, the raidsrv service may not be started.

If this occurs, delete the following file before restarting the raidsrv service:
/var/lock/subsys/raidsrv

Starting Universal RAID Utility in Single User Mode

The Universal RAID Utility uses network functions. Accordingly, the Universal RAID Utility cannot be used
in the single user mode of Linux without network functions. To use the Universal RAID Utility in the single
user mode, first enable the network functions in the following procedure and start the raidsrv service.

Step1l Start the network service.

/etc/init. d/network start o
Step 2 Start the raidsrv service. ‘
/etc/init. d/raidsrv start
N
Step 3  Check that the raidsrv service Jetc/init. d/raidsrv status 9
is started normally_ raidsrv (pid 3738 3718) is running. ..

If a process ID appears, the raidsrv
service is started normally.
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RAID Viewer

Use [Start] menu to open the RAID Viewer.

Click [Start], and point

menu in order to [Programs],
[Universal RAID Utility] and : Programs
[RAID Viewer]. i

» Bccessories
Adrninistrative Tools — »
» Startup
B Universal RAID Utility
48 Internet Explorer
Search 3 L'Q Cutlook Express

Docurmnments

Setkings 3

Remote Assistance

[

Help and Support

Run...

Shuk Dower.

O ® To use the RAID Viewer, you should log on to the computer as a user having the
IMPORTANT administrator authority. Only users having the administrator authority can execute the
RAID Viewer.

® When start the RAID Viewer on the computer not connected to internet, may wait a few
minutes until startup the RAID Viewer. See "Verification authenticode signature when
startup the RAID Viewer and Log Viewer" for detail.

(v 4 ® Only a single RAID Viewer can be started at a time.

® The RAID Viewer cannot be started if the raidsrv service does not operate. An error may
occur if the RAID Viewer is started just after the start of the OS. It is because the raidsrv
service has not been started completely. In this case, wait for a while before restarting
the RAID Viewer.

To close the RAID Viewer, select [File] on the Menu Bar of the RAID

- . . s Universal RAID Utility - RAID ¥ie
Viewer and click [Exit].

File | Control  Tool  Help

Rescan Ctrl+FS

Properties.....

Exit Alt+F4 1

----- ks Physical Device #1(0)
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Log Viewer

Use [Start] menu to open the Log Viewer.

Click [Start], and point

menu in order to [Programs],
[Universal RAID Utility], [Log ; Programs
Viewer]. i

» Accessories
Administrative Tools
» Startup
G Universal RAID Ukiity  WJE Log Viewer
48 Internet Explorer uﬂ- RAID Yiewer
Search 3 L'Q Cutlook Express

v v v

Docurmnments

Setkings 3

Remote Assistance

[

Help and Support

Run...

Shuk Dower.

Or select [Tool] menu of the RAID Viewer and
click [Log Viewer].

Fle Contral | Tool | Help

Easy Configuration.....

1 D
Log Yiewer Ctrl+L | —
I
Standard Mare "]
O ® To use the Log Viewer, you should log on to the computer as a user having the
INPORTANT administrator authority. Only users having the administrator authority can execute the

Log Viewer.

® When start the Log Viewer on the computer not connected to internet, may wait a few
minutes until startup the Log Viewer. See "Verification authenticode signature when
startup the RAID Viewer and Log Viewer" for detail.

(v 4 Only a single Log Viewer can be started at a time.

To close the Log Viewer, select [File] on the Menu Bar of the Log
Viewer and click [Exit].

[ Universal RAID Utility - Log ¥iewer

File | Help

Reflesh FS Time I
Properties

- 14:55:11 4

| Bt AR e 4

[Mirfarma. . @N7INRPT 145535 4
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raidemd

raidcmd is command on console as "Command Prompt" in Windows and console(terminal) in Linux.
The raidcmd is executed on a console. Use the raidcmd by the methods described in "Functions of
raidemd".

O ® A user having the administrator authority should run the raidecmd. Only users having the
administrator authority can execute the raidemd.

® In case of the operating system is Windows 2000, you must to restart the Command
Prompt after New/Update installation.

In case of the operating system is Windows Server 2008 or Windows Vista, you must use "[Administrator:
Command Prompt]" for running raidcmd. If you use normal Command Prompt, you can not see the message
of raidcmd because of raidcmd runs in the another "[Administrator: Command Prompt]" . You can use
"[Administrator: Command Prompt]" by the following procedure.

Step1 Click [Start] menu, and point menu in

Calculatar
order to [Programs], [Accessories], [Command Cormand Prompt | e
Prompt], click [Run as administrator] on shortcut @2 Connect to a Netwo __OPEN
menu. _| Motepad G Rur as adriniskrator
@ i pen file location
Step2 The operating system may display S

[User Account Control] dialog box after clicked Il ]
[Run as Administrator]. If you want to run the O o e B
raldcmd’ click [Contlnue]' If you started this action, continue.

Windows Command Processor
Microsoft Windows

jDemils Continue | Cancel I

User Account Control helps stop unauthorized changes to your computer.

Step3 _ [Administrator: Command Promp]

will start soon. You should check the Microsoft Windows [Uersion 6.8.60001 _
window title is "[ Administrator: Command Copyright (c> 2006 Microsoft Corporation. A1l ri
Prompt]". You can use raidcmd on C:\Windows\system32>_

[Administrator: Command Prompt].
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Standard and Advanced Modes

The RAID Viewer and raidcmd can operate in two running modes, which are Standard Mode and Advanced
Modes.

The Standard Mode provides the RAID Viewer and raidcmd with standard management functions for RAID
Systems.

The Advanced Mode provides the RAID Viewer and raidcmd with advanced management and maintenance
functions for RAID Systems.

Using the two running modes appropriately depending on users and jobs allows the usability of the RAID
Viewer to be improved and malfunctions to be avoided.

The table below lists the functions of the RAID Viewer and raidcmd available in each mode.

Function

RAID Viewer
function

raidemd
command

Standard
mode

Advanced
mode

Update display information Rescan NA v v

See property Property property v v

Create Logical Drive (simple) Create Logical mklds v v
Drive (Simple)

Create Logical Drive (custom) Create Logical mkldc v
Drive (Custom)

Silence Buzzer Silence Buzzer sbuzzer v v

Consistency Check (start) Consistency Check  cc v v

Consistency Check (stop) [Stop] on Operation  cc v v
View

Consistency Check (start) NA ccs v v

for schedule running

Initialization (start) Initialize init v

Initialization (stop) [Stop] on Operation init v
View

Delete Logical Drive Delete Logical delld v
Drive

Rebuild (start) Rebuild rebuild v

Rebuild (stop) [Stop] on Operation  rebuild v
View

Hot Spare (make) Make Hot Spare hotspare v v

Hot Spare (remove) Remove Hot Spare  hotspare v v

Change Status of Physical Device Make Online stspd v

(Online)

Change Status of Physical Device Make Offline stspd v

(Failed)

Location of Physical Device Locate (Lamp) slotlamp v v

Easy Configuration Easy Configuration  econfig v v

Start Log Viewer Log Viewer NA v v

Change running mode Standard Mode runmode v v
Advanced Mode

See the version About... in [Help] run raidemd v v
menu without command

See status of operation Operation View oplist v v

Set option parameters of RAID Property of RAID optctrl v

Controller Controller

Set option parameters of Logical Drive  Property of Logical  optld v
Drive
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Function RAID Viewer raidemd Standard  Advanced

function command mode mode

Functions other than above v v

Running Mode when startup RAID Viewer and raidecmd

RAID Viewer

RAID Viewer always starts with Standard Mode. You can change the running mode when RAID Viewer
starts. See "Changing Running Mode at Start of RAID Viewer".

raidecmd

raidcmd starts with Standard Mode at first after installing Universal RAID Utility. If you want to
change the running mode, you must to use the "runmode" command (The running mode doesn't
change the mode when restart the computer).

Changing Running Mode

The procedure of changing the running mode is below.

RAID Viewer
You can change the running mode by the function of changing running mode in [Tool] menu.
See "[Tool] menu" for detail.

raidcmd

You can change the running mode by the "runmode" command.

Step1 If you want to change
from Standard Mode to > raidemd runmode —md=a o
Advanced Mode, run the Changed running mode to “Advanced Mode”.
"runmode” command with -md=a [
parameter. > raidemd runmode —md=s e
Changed running mode to “Standard Mode”.
Step2  If you want to change >

from Advanced Mode to
Standard Mode, run the
“runmode” command with -md=s parameter.
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Functions of RAID Viewer

This chapter describes the functions of the RAID Viewer.

Structure of RAID Viewer

As shown in the figure below, the RAID Viewer is composed of four parts, or Tree View, Operation View,
Menu Bar and Status Bar.

NN -0

[ Universal RAID Utility - RAID Viewer
File Control Tool Help

3 Computer
-8 RAID System #1
@ RAID Controler #1
-l Logical Drive #1
by Physical Device #1007
- bam Physical Device #2(1)
kg Physical Device #3(2)
by Physical Dewvice #4(3)
it
i

% Delete

Operation Chject Status

Consistency Check  RAID Controller #1 Logical Drive #1 RLUnring (0% 1
Rebuild RAID Controller #1 Physical Device #3 Completed
Initialize RAID Controller #1 Logical Drive #1 Completed

(™ Stop

ke Physical Dewvice #504)
- Physical Device #6(3)

Tree View Operation View
I T —— e
Advanced .-

Figure 4 Structure of RAID Viewer

33



Tree View

The Tree View indicates the configuration of RAID Systems managed by the Universal RAID Utility existing in
your computer hierarchically. The Tree View also indicates the types and status of components with relevant
icons.

The Tree View displays each RAID System existing in your
computer as a node.

I Universal RAID Utility - RAID Yiewer

Each RAID System has components constituting the RAID System Fle Contral Tool Help

in the layer just below. Components constituting a RAID System = (M2 Computer

are divided into three types, or RAID Controller, Logical Drive and =M RAID System #1

Physical Device. A single node includes at least a single --[E8 RAID Controller #1(0)

component of each type. -l Logical Drive #1(0)

Every component is accompanied by an icon. The icons indicate kg Physical Device #1(0)

the status of the computer, RAID Systems and components and gy Physical Device #2(1)

the types of the components (RAID Controller, Logical Drive, and Ay, Physical Device #3(2)

Physical Device) graphically. gy Physical Device #4(3)
-k Physical Device #35(4)
et Phiysical Device #6(5)

Computer

The first level node shows the computer in which the Universal RAID Utility operates.
The computer icon indicates the status of the RAID Systems existing in the computer.

Icon Meaning Description
|- Computer - Normal All RAID Systems in the computer operate normally.
== 4 Problems which RAID Controllers define as failures do not
occur.
= Computer - Warning One or more RAID Systems of the following status exist in

B% the computer:

"Containing one or more failed components but being
operable"

= Computer - Fatal One or more RAID Systems of the following status exist in
E the computer:
"Containing one or more failed components and being
inoperable”

RAID System

The second level node indicates a set of RAID Controllers, Logical Drives created in the RAID Controllers
and Physical Devices connected to the RAID Controllers.
Each RAID System icon indicates the status of the RAID System.
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Icon Meaning Description

RAID System - Normal RAID Controllers, Logical Drives, and Physical Devices in the
RAID System operate normally. Problems which the RAID
Controller defines as failures do not occur.

—a

RAID System - Warning The RAID System contains one or more components in any
T of the following status:
RAID Controller with [Status] being [Warning]
Logical Drive with [Status] being [Degraded]
Physical Device with [Status] being [Failed] or [Warning]

—— RAID System - Failed The RAID System contains one or more components in the
following status:
Logical Drive with [Status] being [Offline]

RAID Controller

The RAID System node has a RAID Controller node. A RAID Controller node equals a RAID Controller, and
shows the number and ID (Universal RAID Utility Ver 1.30 or later version) of the RAID Controller.
A RAID Controller icon indicates the status of the battery installed in the RAID Controller.

Icon Meaning Description
RAID Controller - Normal ~ The battery installed in the RAID Controller operates
ﬂ normally. Problems which the RAID Controller defines as
failures do not occur.
RAID Controller - Warning ~ The status of the battery installed in the RAID Controller is
M [Warning].
Right-clicking a RAID Controller node allows the =
Computer
shortcut menu of the RAID Controller to appear. On the !]_ﬁ RiID System #1 O Ston
shortcut menu, you can display the property of the o P —
RAID Controller and execute the functions of the RAID = Phyq{ Bl Create Logical Drive v [
Controller appearing when you click menu item _ .
ol Physi Silence Buzzer
[Control] on the Menu Bar. &= phv :
See "[Control] menu" and "Referring to Property of 5._ ¥l Properties...
RAID Controller" for details of the functions. = Physitaroenee# 7 |
i dee Obwecical Movira #5744

Logical Drive

The RAID System node has a Logical Drive node. A Logical Drive node equals a Logical Drive, and shows
the number and ID (Universal RAID Utility Ver 1.30 or later version) of the Logical Drive.
A Logical Drive icon indicates the status of the Logical Drive.

Icon Meaning Description
i Logical Drive - Normal The Logical Drive operates normally.
— Logical Drive - Warning Because the Logical Drive contains one or more Physical
E Devices with [Status] being [Failed], the redundancy of the

Logical Drive is lost or degraded.

— Logical Drive - Fatal Because the Logical Drive contains one or more Physical
a Devices with [Status] being [Failed], the Logical Drive is
offline and accessing to the Logical Drive is disabled.
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Right-clicking a Logical Drive node allows the shortcut  ss cormputer -
menu of the Logical Drive to be displayed. On the £ B RAID System #1 O ston
shortcut menu, you can display the property of the [ RAID Contraller #1 Operation
Logical Drive and execute the functions of the Logical -l
Drive appearing when you click menu item [Control] on i, Phrys Consistency Check
the Menu Bar. See "[Control] menu" and "Referring to ki Phys Initialize ,
Property of Logical Drive" for details of the functions. iy Physi e e
&= Physi Properties...
ol Physi SRR
[S Ml mim e M- S I

Physical Device

The RAID System node has a Physical Device node. A Physical Device node equals a Physical Device,
and shows the number and ID of the Physical Device.
A Physical Device icon indicates the status of the Physical Device.

Icon Meaning Description
Physical Device - Ready The Physical Device is not used to create a Logical Drive yet.

Physical Device - Online The Physical Device is already used to create a Logical
Drive. Problems which the RAID Controller defines as
failures do not occur.

Physical Device - Hot Spare  The Physical Device is registered as a Hot Spare.

Device.

Physical Device - Fatal The RAID Controller defines the Physical Device with
[Status] being [Online] as a failure.

I
e
Physical Device - Warning ~ One or more S.M.A.R.T. errors are detected in the Physical
Ax
0

Right-clicking a Physical Device node allows the W Computer
. . Sto
shortcut menu of the Physical Device to appear. On the 148 RAID System #1 O Ston

shortcut menu, you can display the property of the =
. L . Opetation

Physical Device and execute the functions of the E Ejliaﬁr:it\:sllirl#l

Physical Device appearing when you click menu item F.}-.----.u ———

[Control]. (The figure shown to the right indicates a S "':" RebLild

sample shortcut menu of the Physical Device in the I Physi e

online status appearing when the RAID Viewer is :‘_@ Phys| S Hot Spare '

executed in the Advanced Mode. See"[Control] menu" = Physil &g ke Online

and "Referring to Property of Physical Device" for : pE"S' o Make Offine

details of the functions. i i) ,
Properties...
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Operation View

The Operation View indicates the status and results of operations executed in the computer after the RAID
Viewer is started.

L -1o| x|

™ Stop | ¢ Delete |

Dperation Dhiject Status
Consistency Check  RAID Controller #1 Logical Drive #1 Runring (0% |
Rebuild RAID Controller #1 Physical Device #3 Completed

Initialize RAID Controller #1 Logical Drive #1 Cormpleted

Figure 5 Operation View

The following operations may appear on the Operation View. For each operation, the target component and
the status of the operation appear.

® |Initialize
® Rebuild
® Consistency Check

Operations being executed while the RAID Viewer is started and those started after the RAID Viewer is
started are listed.

The progress of an operation being executed is shown by [Running (N%)] on [Status]. For a terminated
operation, [Status] may be [Completed], [Failed] or [Stop] depending on the result. Terminated operations
continue to appear until the RAID Viewer is closed. However, the terminated operations will not appear at
the next start of the RAID Viewer.

To delete an operation =
terminated while the RAID ® oo | Xopeete |

Viewer is started, click the

. Operation | Ohject | Status

operation to be deleted and

g let Initialize RAID Controler #1 Logical Drive #1 Completed

[Delete]. Rebuild RAID Controller #1 Physical Device #3 Completed
Consistency Check  RAID Controller #1 Logical Drive #1 Complated
Rebuild RAID Controller #1 Physical Device #3 Completed
Tmiti=li=em DATE Cemdemllme #1 1 mmie =] Fieioe #41 et et ot

An operation being executed =

can be stopped on the way. To ™ Stop | 3¢ Delete |

do this, click the operation to : :
Operation Ohject Status

be stopped and [Stop].

Consistency Check  RAID Confroller #1 Logical Drive #1 Rnning (0% )
Rebuild RAID Comtroller #1 Physical Device #3 Completed
Tritialize: RAID Controler #1 Logical Drive #1 Cormnpleted

(V4 Operations allowed to be stopped vary depending on running modes. See "Standard and
Advanced Modes" for details.
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Menu Bar

The RAID Viewer has four menu items on the Menu Bar, or [File], [Control], [Tool] and [Help].

[ Universal RAID Ukility - RAID Yiewer

File Control Tool Help

= ™= Computer Sto
=1 RATN Swetern #1 ®—J
Figure 6 Menu of RAID Viewer

The following describes the menu items.

L )

@ With the running mode of the RAID Viewer being "Standard", the functions unavailable in
IMPORTANT

the Standard Mode do not appear on the pull-down menus of the menu items.

® Depending on the type or status of the target component selected on the Tree View,
some menu items cannot be executed. If so, clicking such a menu item is disabled.

[File] menu

[File] menu includes items for updating the display information on the

RAID Viewer, displaying the property of each component, and
terminating the RAID Viewer. File | Contral Tool  Help

Rescan Ctr+FS
Froperties...
Exit Alt+F4

idim Dhbweiezl Mowica 21

Menu item Description
[Rescan]

Acquires the information on the RAID System from the raidsrv service and updates
the information displayed by the RAID Viewer.

[Properties...] Indicates the property of the component selected on the Tree View (RAID Controller,

Logical Drive or Physical Device).
[Exit] Closes the RAID Viewer.
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[Control] menu

[Control] menu includes items for operating RAID Controllers,
Logical Drives, and Physical Devices. To use a function
subordinate to [Control] menu, first click the target component on
the Tree View and select the menu item to be executed from the

pull-down menu.

Some functions of [Control] menu may be disabled depending on
the type or status of the selected component. (The figure shown to
the right shows a sample pull-down menu of [Control] menu il 5
displayed by clicking a RAID Controller on the Tree View and _
selecting [Control] while the RAID Viewer is executed in the

Advanced Mode.)

If the running mode of the RAID Viewer is set to the Standard
Mode, the functions restricted in the Standard Mode are disabled.
See "Standard and Advanced Modes" for the functions available
depending on running modes.

niversal RAID Utility - RAID Yiewer
Control | Tool  Help

il Create Logical Drive »

o

Silence Buzzer

Consistency Check

Delete Logical Drive

Rebwild
by Hot Spare 3
B Make Online
o Make Offine
Locate(larmp) 3

Functions executable by RAID Controller

Menu item

Description

[Create Logical Drive]

[Silence Buzzer]

Creates a Logical Drive in the selected RAID Controller.
[Create Logical Drive] has two modes, [Simple] and [Custom].

In the [Simple] mode, a Logical Drive can be simply created only by
selecting a RAID Level and Physical Devices.

In the [Custom] mode, a Logical Drive can be created by specifying detailed
settings.

Stops the Buzzer in the RAID Controller.

Functions executable for Logical Drive

Menu item

Description

[Consistency Check]
[Initialize]

[Delete Logical Drive]

Executes Consistency Check for the selected Logical Drive.

Initializes the selected Logical Drive.

[Initialize] has two modes, [Full] and [Quick].

In the [Full] mode, initializes the entire area of a Logical Drive.

In the [Quick] mode, initializes only several leading blocks including the
information on managing a Logical Drive.

Deletes the selected Logical Drive.

Functions executable for Physical Device

Menu item

Description

[Rebuild]
[Hot Spare]

[Make Online]

Rebuilds the selected Physical Device.
Makes a Hot Spare with the selected Physical Device or removes a Hot
Spare.

[Make Global Hot Spare] makes Physical Devices be Global Hot Spares
available as Hot Spares of all Logical Drives in the relevant RAID System.

[Make Dedicated Hot Spare] makes Physical Devices be Dedicated Hot
Spares available as Hot Spares of specific Logical Drives.

[Remove Hot Spare] removes Physical Devices from Hot Spares.
Sets the status of the selected Physical Device to online.
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Menu item Description

[Make Offline] Sets the status of the selected Physical Device to offline.
[Locate(Lamp)] Goes on (or blinks) the lamp on the slot where the selected Logical Drive is
installed.

[ON] goes on the lamp.
[OFF] goes off the lamp.

[Tool] menu

[Tool] menu includes tools used to manage RAID Systems and

items for changing the operation of the RAID Viewer.

ol | Tool | Help
ute Easy Configuration. .. L
WD Log Wiewer Ctrl+L —
| jan
[ Lot Standard Mode
5 P Option...
j] P Tol_al CETICE #F 2L I
Menu item Description

[Easy Configuration...] Executes Easy Configuration allowing a RAID System to be configured easily.

[Log Viewer] Starts the Log Viewer.

[Advanced Mode] or Alters the running mode. The item varies depending on the running mode.

[Standard Mode] [Advanced Mode] sets the running mode to the Advanced Mode.

[Standard Mode] sets the running mode to the Standard Mode.
[Option...] Allows you to provide settings for the Universal RAID Utility.

[Help] menu

[Help] menu includes the item of indicating the version of the RAID Viewer.

lity - RAID ¥iewer

il | Help
About,.. =
mo#1 =
Menu item Description

[About...] Indicates the version of the RAID Viewer.

Status Bar

The Status Bar indicates the current running mode of the RAID Viewer.

Standard .:
Advanced

Figure 7 Status Bar of RAID Viewer
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Log Viewer Functions

This chapter describes the functions of the Log Viewer.

Log Viewer Structure

As shown in the figure below, the Log Viewer is composed of three parts, or Log View, Menu Bar and Status
Bar.

" Universal RAID Utility - Log ¥iewer Menu Bar __ S [al
T e
I Type Date Time (] Description &
I @Ermr 2008/06/18 1155 304 <RUDO304: [CTRL:2{ID=1) Px35{ID=80 ENC=3 SLT=11) SEAGATE ST3300..,

AWarning 2008/06/18  10:18:55 402 <RUD402> [CTRL:2{ID=1) LD:2{ID=1)] Logical Crive is Degraded.
| [finforma... 2008/06/18 10:1%:49 405  <RU040S: [CTRL:2(ID=1) LD2(ID=1)] Initidization completed.

[fInforma... 2008/06/18 10:18:42 404  <RUO404= [CTRL:2(ID=1) LD:2(ID=1)] Initidlization was started.
I [fiinforma... 2008/06/18 10142 417 <RUO417> [CTRL:2(ID=1) LD:2(ID=1)] The Cache Mode of Logical Drive wa...
| [fInforma... 2008/06/18 10:18:42 415  <RUO41S> [CTRL:2(ID=1) LD:2(ID=1)] Logical Drive was created.
[fiinforma... 2008/06/18 10:1%:42 401  <RUO401: [CTRL:2(ID=1) LD:2(ID=1)] Logical Drive is Online.
I @Infarma... 2008/06/13 1115 301  <RUD301= [CTRL:2(ID=1) Px32{ID=77 ENC=3 SLT=10) SEAGATE 5T3300...
| [fiinforma... 2008/06/18 10:18:15 401  <RU0401: [CTRL:2(ID=1) LD:1(ID=0)] Logical Drive is Online.

@Error 2008/06/13 1101 304 <Rl R 32(ID=77 ENC=3 SLT=10) SEAGATE ST3300...

I| & waming  2008j08/18 101801 402 <ky LOQ VIEW  |10p=0)] Logical Drive s Degraded.
I [fInforma... 2008/06/18 09:56:03 209 <RUDZOS: [CTRLCZ(0=1)] Patrol Read was started.
[fiinforma... 2008/06/18 09:56:03 405  <RUD40S: [CTRL:2(ID=1) LD:1(ID=0)] Initidization completed.
I [[Informa... 2008/06/18 09:55:58 404  <RUOD404= [CTRL:Z(ID=1) LD:1(ID=0)] Initidization was started.
I [finforma... 2008/06/18 095558 415  <RU0415: [CTRL:2(ID=1) LD:1(ID=0)] Logical Drive was created.
[fInforma... 2008/06/18 095558 401  <RUO401> [CTRL:2(ID=1) LD:1(ID=0}] Logical Drive is Online.
| [fiinforma... 2008/06/18 09:53:18 210 <RUD210= [CTRL:2(ID=1)] Patrol Read completed.
@Infarma... 20080618 05218 302  <RUD30Z:= [CTRL:2(ID=1) PD:2(ID=12 EMC=4 SLT=2) SEAGATE ST336754...
I @Infarma... 20080618 0MSZ18 302  <RUO302:= [CTRL:Z(ID=1) PIn1(ID=9 ENC=2 SLT=2) HITACHI HUS151436Y...
| [fiinforma... 2008/06/18 095318 416 <=RUO0416> [CTRL:2(ID=1) LD:1({ID=0}] Logical Drive was deleted.
oL Elinfors,._ 2008/0618. 095317 _ 302 < 1D~ 15 ENC-2 5L T=5) MAYTOR_ATLASIOK. .=}

Figure 8 Structure of Log Viewer

The Status Bar is used only for changing the size of the Log Viewer window.
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Log View

The Log View indicates RAID System operation logs logged by the raidsrv service.

% Universal RAID Utility - Log Yiewer =100 x|
Filz  Help

Type | Date | Time | 0 | Description |i|
8 Error 2008/06f13 10:18:55 304  <RUD304> [CTRL:2(ID=1) PD:35(ID=80 ENC=3 SLT=11) SEAGATE ST3300...
MWarning 2008/06/18  10:18:55 402 <RUDHO02: [CTRL:2(ID=1) LD:2{I0=1)] Logical Drive is Degraded.

HInforma... 2008/06/18 10:18:49 405 <RUD40S> [CTRL:2(ID=1) LD:2(ID=1)] Iritialization completed.

[fInforma.,. 2008/06/18 10:18:42 404  <RUOD404= [CTRL:2(ID=1) LD:2(ID=1)] Iritialization was started,

[fInforma.,.. 2008/06f18 10:18:42 417 <RUD417> [CTRL:2(ID=1) LD:2(1D=1)] The Cache Mode of Logical Drive wa...
[fiInforma.,. 2008/06/18  10:18:42 415 <RUD415= [CTRL:2{ID=1) LD:2{ID=1)] Logical Drive was created.

[fInforma,,. 2008/06f18 1001842 401  <RUD401= [CTRL:2{ID=1) LD:2{ID=1)] Logical Drive is Online.

@Im"‘orma... 2008/06/18  10:18:15 201 <RUO301: [CTRL:Z(ID=1) PD:32(ID=77 ENC=32 SLT=10) SEAGATE ST3200...
{Informa... 2008/06f18  10:18:15 401  <RUD401s [CTRL:2(ID=1) LD:1(ID=0)] Logical Drive is Orline.

8 Frenr 2ONRMNAMA 1R And RUINANS = [CTRI:2TN=11 Pr32(MN=77 FMC=3 81 T=1N1 SFAGATF ST3300. ..

Figure 9 Log View

You can view the following information on the Log View.

Item Description

Logs are classified into three types as follows:

Type

Date

Time

Event ID
Description

ﬁ Fatal: A log of the type is registered when a fatal error occurs.

Fi) Warning: A log of the type is registered when a problem occurs which is not fatal but
requires your attention.

Fil Information: A log of the type is registered at occurrence of an event such as execution of
an operation without any problem.

Indicates the date on which the event occurred.

Indicates the time at which the event occurred in the 24-hour format.

Indicates the event ID of the log.

Indicates the contents of the log.

Double-clicking an arbitrary log allows the
detailed information on the log to be displayed.

Event Properties

Date: 2007/08,/29
Time: 14:08:11
Type: Error

D 304
Description:

«»

<RIJ0304 > [CTRL:1 PD:4{ID=3) SEAGATE ST37345555 0001]

Physical Device is Failed.

0K, I Cancel

Spply
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Menu Bar

The Log Viewer has two menu items, or [File] and [Help] on the Menu Bar.

[ Universal RAID Utility - Log Yiewer

Fle Help
Type | Date | Time | (] | Descrip
#3 Error 20070821 14:56:11 304 <RUO3

Figure 10 Menu of Log Viewer

The following describes each menu item.

[File] menu

[File] menu includes items for updating the display information on the

Log Viewer and terminating the Log Viewer. I Universal RAID Utility - Log
File | Help
Refresh FS Tl
Properties...
Exit Alt+F4 1€
- 1c
Menu item Description
[Refresh] Reads the contents in the RAID Log and updates the Log View to the latest.
[Properties...] Opens the [Event Properties] dialog box and displays the detailed information

on the log selected by the Log Viewer.
[Exit] Closes the Log Viewer.

[Help] menu

[Help] menu includes the item of indicating the version of the Log Viewer.

niversal RAID Utility - Log ¥ig

Informa... 2007/09,20

16:4
Tom b = alninwdinul el L = |

Menu item Description
[About...] Indicates the version of the Log Viewer.
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Functions of raidcmd

This chapter describes the functions of the raidcmd.

Command Line

To use the raidcmd, specify a command and one or more parameters for the command if necessary.

> raidemd (command) (parameters of command)

0 To use the raidemd, you should log in to the computer as a user having the administrator
authority. Only users having the administrator authority can execute the raidcmd.
AV /,
2)

Executing the raidcmd without any command and its parameters indicates the version of
the raidemd.

Returned Value from raidcmd

The returned value of the raidcmd is the result of executing the command.

Returned value Execution result
0

1

Normal termination of command

Abnormal termination of command

Error Messages of raidcmd

When a command of the raidcmd terminates abnormally, the relevant error message appears in the
following format:

> raidemd (command) (parameters of command)
raidemd : error message

>

Commands of raidcmd

See "raidcmd Command Reference" for commands of the raidcmd.
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Termination of raidcmd

In case of the operating system is Windows, raidcmd is the batch file in system folder (the batch file in
system folder call raidcmd binary in the installed folder of Universal RAID Utility). Therefore, if you
terminates raidcmd by CTRL + C key, the operating system displays the message as "Terminate batch job
(Y/N)?". When displays this message, raidcmd binary is terminated already.
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Referring to Information on RAID

System

This chapter describes how to see the configurations and status of RAID Systems and the RAID System operation

log.

Referring to Property of RAID Controller

For the information on a RAID Controller, see the property of the RAID Controller.

To display the property of RAID Controller by

RAID Viewer, click the RAID Controller whose

information is to be seen on the Tree View
and click [Properties] on the pull-down
menu of menu item [File].

The [RAID Controller Properties] dialog box
has the [General] and [Option] tabs.

The [General] tab indicates the property of
the RAID Controller.

The [Option] tab allows you to see the
settings of the RAID Controller.

You can change the settings in the
Advanced Mode.

Use the "property" command to see the
property of a RAID Controller.

Item Item
RAID Viewer raidemd
Number RAID Controller #X

x
ElOpﬁDnl
Item | walue |
Mumber 1
s} u]
Wendaor LSI Corporation
Nodel MegaRAlD SAS B70SEMZ (256ME)
Firrmweare Wersion 1.12.32-0398
Cache Size 256ME
Battery Statiis klnt Pracant
ﬂ
Genemli |
Tterm | Walue |
Rebuild Priority High =l
Consistency Check Priority Middle j
Patral Read Dizable |
Patrol Read Priority Loy |
Buzzer Setting Disable ;l

raidemd property —tg=rc —c=

RAID Controller #1
1D

Vendor

Model

Firmware Version
Cache Size
Battery Status
Rebuild Priority

Pe

Patrol Read Priority
Buzzer Setting

N

0
: LSI Corporation
PCI Express (TM) ROMB

* Normal
: High
Consistency Check Priority :
: Enable
: Low

: Enable

Low

Description

Indicates the management number (logical address) of the RAID
Controller in the Universal RAID Utility.

The Universal RAID Utility assigns a number beginning with 1 for
each RAID Controller.

Indicates the original identification value of the RAID Controller. The
BIOS utility of the RAID Controller uses the address of the

identification value.
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Item
RAID Viewer

Vendor

Model

Firmware Version
Cache Size

Battery Status

Initialize Priority

Rebuild Priority

Consistency Check

Priority

Patrol Read

Patrol Read Priority

Buzzer Setting

Iltem
raidcmd

Vendor

Model

Firmware Version
Cache Size

Battery Status

Initialize Priority

Rebuild Priority

Consistency Check

Priority

Patrol Read

Patrol Read Priority

Buzzer Setting

Description

Indicates the vendor of the RAID Controller.
Indicates the model name of the RAID Controller.
Indicates the version of the RAID Controller.

Indicates the size of cache on RAID Controller in MB.
Universal RAID Utility Ver1.20 or later version allows this item.

Indicates the status of the battery installed in the RAID Controller.
Three possible status are as follows:

Normal: Indicates that the battery can be used normally,

Warning: Indicates that the battery cannot be used normally due to
some reason.

Not Present: Indicates that no battery is installed in the RAID
Controller.

Indicates the priority level of Initialize executed in the computer
system.
Three possible Initialize Priorities are as follows:

High: Executes Initialize at high priority.
Middle: Executes Initialize at balanced priority.
Low: Executes Initialize at low priority.

Indicates the priority level of Rebuild executed in the computer
system.
Three possible Rebuild Priorities are as follows:

High: Executes Rebuild at high priority.
Middle: Executes Rebuild at balanced priority.
Low: Executes Rebuild at low priority.

Indicates the priority level of Consistency Check executed in the
computer system.
Three possible Consistency Check Priorities are as follows:

High: Executes Consistency Check at high priority.
Middle: Executes Consistency Check at balanced priority.
Low: Executes Consistency Check at low priority.

Indicates whether Patrol Read is executed or not.

Enable: Executes Patrol Read.
Disable: Does not execute Patrol Read.

Indicates the priority level of Patrol Read executed in the computer
system.
Three possible Patrol Read Priorities are as follows:

High: Executes Patrol Read at high priority.
Middle: Executes Patrol Read at balanced priority.
Low: Executes Patrol Read at low priority.

Indicates whether the Buzzer of the RAID Controller is used if a
failure occurs in the RAID System.

Enable: Uses the Buzzer.
Disable: Does not use the Buzzer.

iy

7
“ TIPS

RAID Controllers of some types do not support items appearing in the properties of RAID
Controllers and/or items whose settings can be changed. Unsupported items indicate

space or do not appear in the list.

47



Referring to Property of Logical Drive

For the information on a Logical Drive, see the property of the Logical Drive.

To display the property of Logical Drive by x|
RAID Viewer, click the Logical Drive whose 7 | opton]
information is to be seen on the Tree View —
and click [Properties] on the pull-down Ite”; | Value !
menu of menu item [File]. :";m = ;
The [Logical Drive Properties] dialog box Physical Device Number b2
. . Disk Array Information 1 {order 11)
contains the [General] and [Option] tabs. RalD Level fAID 5
. . C it GEGE
The [General] tab indicates the property of Sis;:' ;ze akE
the LOgIC&l Drive. Cache Mode (Current) Write Through
Status Oriline
The [Option] tab allows you to see the x
settings of the Logical Drive. :
You can change the settings in the Cenell |
Advanced Mode. Item | walue |
Cache Mode (Setting) Auto Switch j

Use the property_ Command to see the > raidemd property —tg=1d —c=1 -1=1
property of a Logical Drive. RATD Controller #1 Logical Drive #I
1D 0
Physical Device Number o1, 2,3
Di sk y Information : 1 (order 1/1)
RAID : RAID 5
: 20GB

Cache Mode (Current) : Write Back
Cache Mode (Setting) : Auto Switch
Status * Online

Item Item Description
RAID Viewer raidemd

Number RAID Controller #X  Indicates the management number (logical address) of the Logical
Logical Drive #Y Drive in the Universal RAID Utility.
The Universal RAID Utility assigns a number beginning with 1 in
correspondence with the value of [ID].

ID ID Indicates the original identification value of the Logical Drive. Use
this value to create Logical Drives managed by the BIOS utility of the
RAID Controller correspond with those managed by the Universal

RAID Utility.
Physical Device Physical Device Indicates the numbers of Physical Devices configuring the Disk Array
Number Number in which the Logical Drive exists.
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Item Item Description
RAID Viewer raidcmd
Disk Array Disk Array Indicates the number of the Disk Array in which the Logical Drive
Information Information exists and the information on the location in the Disk Array. The
information is displayed in the following format.
<RAID Viewer>
Disk Array number (sequence number starting from the top /
sequence number of Logical Drive in Disk Array)
<raidcmd>
Disk Array number (order sequence number starting from the top /
sequence number of Logical Drive in Disk Array)
RAID Level RAID Level Indicates the RAID Level of the Logical Drive.
The value can be RAID 0, RAID 1, RAID 5, RAID 6, RAID 10, or RAID
50.
Capacity Capacity Indicates the capacity of the Logical Drive in GB.
Stripe Size Stripe Size Indicates the Stripe Size of the Logical Drive.
The value can be 1KB, 2KB, 4KB, 8KB, 16KB, 32KB, 64KB, 128KB,
256KB, 512KB, or 1024KB.
Cache Mode Cache Mode Indicates the current value of the mode of writing data to the cache
(Current) (Current) memory installed in the RAID Controller.
Three possible modes are as follows:
Write Back: Writes data to the cache memory asynchronously.
Write Through: Writes data to the cache memory synchronously.
Cache Mode Cache Mode Indicates the mode of writing data to the cache memory installed in
(Setting) (Setting) the RAID Controller.
Three possible modes are as follows:
Auto Switch: Switches the mode automatically between Write Back
and Write Through depending on the existence and/or status of
battery.
Write Back: Writes data to the cache memory asynchronously.
Write Through: Writes data to the cache memory synchronously.
Status Status Indicates the status of the Logical Drive.
Three possible status are as follows:
Online: Indicates that the redundancy of the Logical Drive is retained.
Degraded: Indicates that the redundancy of the Logical Drive is lost
or degraded. Accessing to the Logical Drive is enabled.
Offline: Indicates that the Logical Drive is offline and accessing to the
Logical Drive is disabled.
"'1 ® Each RAID Controller supports specific RAID Levels and Stripe Sizes. Unsupported items
TIPS indicate space or do not appear in the list.

® Each RAID Controller supports specific Cache Modes. Unsupported Cache Modes do not
appear.

® Each RAID Controller supports specific items appearing on the Property tab of the
Logical Drive and specific items whose settings can be changed. Unsupported items
indicate space or do not appear in the list.
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Referring to Property of Physical Device

For the information on a Physical Device, see the property of the Physical Device.

To display the property of Physical Device RAID

Viewer, click the Physical Device whose
information is to be seen on the Tree View and

click [Properties] on the pull-down menu of Item | Value |
menu item [File]. Number 1
The [General] tab indicates the property of the o o
Physical Device. Enclosure 1
Slot 1
Interface SAS

Physical Device Properties

wendar fModel
Firmmiweare Wersion

SEAGATE ST336734S55
ooz

Serial Nurnber KQO0S25P
Capacity 33GB
Status Crilire
S.MART. Horrnal

Use the "property" command to see the
property of a physical drive.

raidemd property —tg=pd —c=1 -p=1
RAID Controller #1 Physical Device #1
1D 0
Enclosure :
Slot

Interface
Vendo del

are Version
1 Number

: Online
: Normal

Item Item
RAID Viewer raidemd

Number RAID Controller #X
Physical Device #Y

Description

Indicates the management number (logical address) of the Physical
Device in the Universal RAID Utility.

The Universal RAID Utility arranges Physical Devices in the
ascending order of IDs and assigns a number beginning with 1
sequentially to the Physical Devices.

Indicates the original identification value of the Physical Device. Use
this value to make Physical Devices managed by the BIOS utility of
the RAID Controller correspond with those managed by the
Universal RAID Utility.

The format of the ID varies depending on the types of RAID
Controllers.

Enclosure Enclosure Indicates the number of Enclosure inserted Physical Device.

This value is a number beginning with 1.

Slot Slot Indicates the number of Slot inserted Physical Device.

This value is a number beginning with 1.

Interface Interface Indicates the type of the interface to which the Physical Device is
connected.

Two possible types are as follows:

SAS : Serial Attached SCSI
SATA : Serial ATA

Vendor/Model
Firmware Version
Serial Number

Vendor/Model
Firmware Version

Serial Number

Indicates the vendor and model name of the Physical Device.
Indicates the version of the Physical Device.

Indicates the serial number of the Physical Device.
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Item Item Description

RAID Viewer raidemd

Capacity Capacity Indicates the capacity of the Physical Device in GB.

Status Status Indicates the status of the Physical Device.
Five possible status are as follows:
Online: Indicates that the Physical Device is incorporated into a
Logical Drive to operate normally.
Failed: Indicates that the Physical Device is incorporated into a
Logical Drive but is failed.
Rebuilding: Indicates that the Physical Device is rebuilding.
Hot Spare: Indicates that the Physical Device is set as a Hot Spare.
Ready: Indicates that the Physical Device is not incorporated into a
Logical Drive.

Hot Spare Hot Spare Indicates the Hot Spare mode of the Physical Device if it is specified

Information Information as a Hot Spare.
Two possible modes are as follows:
Global: The Physical Device can be used as a Hot Spare of any Disk
Array in the RAID Controller.
Dedicated: The Physical Device can be used as a Hot Spare of the
specified Disk Array. Also indicates the number of the specified Disk
Array.

S.MAR.T. S.MAR.T. Indicates the diagnosis result of the S.M.A.R.T. (Self-Monitoring,
Analysis and Reporting Technology) function. Two possible statuses
are as follows.

Normal: Does not detect any error caused by the SSM.A.R.T.
function.

Detected: Detects one or more errors caused by the S.M.AR.T.
function.

i @ Each RAID Controller supports specific items appearing on the Property tab of the

IS Physical Device and specific items whose settings can be changed. Unsupported items
indicate space or do not appear in the list.

® Even if Physical Device does not break down when you execute Make Offline, [Status]
item is changed to [Failed].

Referring to Property of Disk Array

For the information on a Disk Array, see the property of the Disk Array. raidcmd allows the displaying of the
property of Disk Array only.

Use the "property” command to see the

> raidemd property —tg=d

property of a Disk Array. RAID Controller #1 Dis
Pt >al Device Number

1 47GB

Item Description
raidemd

RAID Controller #X  Disk Array #Y Indicates the management number (logical address) of the Disk
Array in the Universal RAID Utility.

Physical Device Number Indicates the numbers of Physical Devices configuring the Disk
Array.

Capacity Indicates the capacity of the Disk Array in GB.

Unused Capacity Indicates the total capacity of unused area in the Disk Array in GB.
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Checking Execution Status of Operation

RAID Viewer and raidcmd allows the checking execution status of operation in the RAID System.

To check the execution status of operation by RAID Viewer, use Operation View on RAID Viewer. See
"Operation View" for detail.

To check the execution status of operation

; " g > raidemd oplist
by raidcmd, use the "oplist’ command. RATD Controller £1

Logical Drive #1

The following operations are displayed by ogica #2 : ,

the "oplist" command. The target ysics #1(0): Rebuild (99%

components and status appear in RAID Controller 2

operations: ogical Drive #1 : Consistency Check (2%)
L cal Device #2(1): Rebuild (22%)

® Initialize

® Rebuild

® Consistency Check

The operation performed at execution of the raidcmd appears. Terminated operations do not appear. For
the results of terminated operations, see the RAID Log and/or properties.

Physical Device has two numbers on oplist.
TIPS Physical Device #M(N)

M : The number of Physical Device

N : ID of Physical Device

Updating Information on RAID Viewer

The information to be displayed on the RAID Viewer can be acquired from the raidsrv service at either of the
following timings:

@  Starting RAID Viewer

® Receiving an event such as change of RAID System status or change of execution status of an
operation having occurred

To update the information displayed on the RAID Viewer to the latest, click

[Rescan] on the pull-down menu of menu item [File]. The RAID Viewer i i
acquires the information on the RAID System from the raidsrv service again | File | Contral  Tool  Help
and updates the displayed information to the latest. | Rescan  CHr+F5 |
Properties.....
Exit altrs  fFL
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Referring to RAID System Operation Log

Operations done for RAID Systems and events occurred in the RAID Systems are registered to the RAID Log

of the Universal RAID Utility. See "Logging Events to RAID Log" for detail.

In case of the operating system is Windows, use Log Viewer to refer to RAID Log

The information saved in the RAID Log at the start of the Log Viewer appears on [ Universal RAID Utility -

. . . . 1 ¥

it. To update the information, click [Refresh] on the pull-down menu of menu t
File | Help

item [File]. The Log Viewer acquires the RAID Log again and updates the

displayed information to the latest. |

Refresh  FS |_
Properties... 2

! P
Exit ﬂlt+F4l by

In case of the operating system is Linux, use text editor or otherwise to refer to RAID Log.

53



Configuration of the RAID System

This chapter describes the configuration of a RAID System by using the Universal RAID Utility.

The Universal RAID Utility provides a variety of functions depending on purposes.

Would like to make
Hot Spare as

measures against
failure of Physical
Device.

Would like to
configure RAID

no expert knowledge
of RAID System.

Would like to add a
Logical Drive easily.

Would like to specify
configuration of
Logical Drive closely
or create more than
one Logical Drive at a
[N e.

Would like to delete
unnecessary Logical
Drive. However, it is
anxious about
destruction of system
mistake.

System easily due to @ == == = = = =

=)= == =

p——

_— o —
Allows Global or Dedicated
Hot Spare to be made

P See "Making Hot Spare".

without errors.

—_— See "Configuring Easily
the RAID System™.
Provides "Easy Configuration”

allowing RAID System to be
configured without expert
knowledge of RAID System.

See "Creating Logical

= = = => Drive Easily".

Allows Logical Drive to be

made only by setting two
selection items.

— See "Creating a Logical
- = Drive Freely".

Allows information on

Logical Drive to be set
closely or more than one
Logical Drive to be created
at a time at will.

> See "Deleting a Logical
= = 77 Drive".

-
Bisables Logical Drive

containing boot partition
to be deleted by mistake.

Figure 11 RAID System configuration functions
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Making Hot Spare

The Universal RAID Utility can make a Hot Spare to be replaced with a Physical Device in which a failure
occurs.
Hot spares can have the following two modes.

Mode Description

Global (Hot Spare) Available as a Hot Spare of every Disk Array for a single RAID Controller.
Dedicated (Hot Spare) Available as a Hot Spare of a specific Disk Array for a single RAID Controller.

In either mode, note the following to have a Hot Spare operate normally.

® A Hot Spare can operate properly only for a Disk Array configured with Physical Devices of the same
interface type.

® A Hot Spare can operate properly only if the Hot Spare has the capacity equal to or larger than that of
the Physical Device in which a failure occurs.

® A Physical Device in which a S.M.A.R.T. error is detected cannot be used as a Hot Spare.

About Global Hot Spare

Global Hot Spare is a Hot Spare of every Logical Drives for a single RAID Controller.

Ex.1 : If you make the Global Hot Spare on the RAID Controller which has Logical Drive #1 and #2,
the Global Hot Spare is a Hot Spare of Logical Drive #1 and #2.

iﬁ‘i =

| Logical Drive Logical Drive Global Hot
Spare

Figure 12 Global Hot Spare 1

Ex.2 : If you create the Logical Drive #3 on the RAID System of Ex.1, the Global Hot Spare is a Hot

Spare for the Logical Drive #3 too.
Global Hot

l

|

| Loglcal Drive Loglcal Drive Loglcal Drive

\ Spare

et I

Figure 13 Global Hot Spare 2




About Dedicated Hot Spare

Dedicated Hot Spare is a Hot Spare of specified Logical Drives for a single RAID Controller. The
Dedicated Hot Spare features the following :

B Dedicated Hot Spare is a Hot Spare of specified Logical Drives.
B One Dedicated Hot Spare can be a Hot Spare of one or more Logical Drives.

B One or more Dedicated Hot Spare can be a Hot Spare of one or more Logical Drives.

Dedicated Hot Spares cannot be created in a Disk Array containing Logical Drives
with the RAID Level being RAID 0.

Ex 1 : You make the Dedicated Hot Spare on the RAID Controller which has Logical Drive #1 and #2.
If you specify only the Logical Drive #1 as the target Logical Drive, the Dedicated Hot Spare is a
Hot Spare of Logical Drive #1.

.

| Loglcal Dr|ve| Loglcal Drive Dedicated
\ ) Hot Spare

__K /

Figure 14 Dedicated Hot Spare 1

Ex 2 : In case of the RAID System in Ex1, If you specify the Logical Drive #1 and #2 as the target
Logical Drive, the Dedicated Hot Spare is a Hot Spare of Logical Drive #1 and #2.

ﬁ“#‘i

| Logical Drive Logical Drive Dedicated
#2 Hot Spare

Figure 15 Dedicated Hot Spare 2

Ex 3 : In case of the RAID System in Ex1, you can add more Dedicated Hot Spare . If you add the
Dedicated Hot Spare #2 to the Logical Drive #1, the both Dedicated Hot Spare are the Hot
Spare for the Logical Drive #1.

— - N o= = = = = = ~
| | I 1
| | | I
| Logical Drive | Logical Drive I Dedicated Dedicated |
\ #1 ) #2 1 Hot Spare #1 Hot Spare #2 |

m = = - am mE EEE S L S S - -

S~ -

Figure 16 Dedicated Hot Spare 3

56



Ex 4 : In case of the RAID System in Ex2, you can add more Dedicated Hot Spare likely Ex2. If you add
the Dedicated Hot Spare to the Logical Drive #1 and #2, the both Dedicated Hot Spare are the
Hot Spare for the Logical Drive #1 and #2.

I \
|

|
| Logical Drive Logical Drive I
l

| 1
[ I
| Dedicated Dedicated I
#2 1 1

Hot Spare #1 Hot Spare #2

Figure 17 Dedicated Hot Spare 4

Making Global Hot Spare

The procedure of making a Global Hot Spare is described below.

RAID Viewer

In case of RAID Viewer, use [Make Global Hot Spare].

Step 1 Start the RAID Viewer. Click a Physical Device with [Status] being [Ready] on the Tree
View.
Step2  Select [Hot Rebuild |
Spare] on the |I-.$ Hot Spare v | Make Global Hot Spare
pull-down menu of ; .
menu item [Control] Sp  Make Online Make Dedicated Hot Spare...
and click [Make m  Make Offing Rermove Hot Spare
Global Hot Spare]. LacatelLanmm) S |

Step 3 If you see the property of
the Physical Device after making a
Global Hot Spare, you can find that
the value of [Status] is set to [Hot

Physical Device Properties ﬂ

| walue |
4

Spare] and item [Hot Spare

Information] appears newly with

value [Global].

raidcmd

D

Enclosure

Slat

Interface

Yendor fModel
Firmmiweare Wersion

3

1

4

SAS

SEAGATE STI7345555
0oo1

Serial Murnber 3LQ03YIE
Capacity G67GE
Status Hot Spare
Hot Spare Information Global

S.MART.

In case of raidcmd, use the "hotspare" command.
Define the following parameters before executing the raidemd.
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RAID Controller Number of the RAID Controller containing the Physical Device with which a
Hot Spare is made

Physical Device Number of the Physical Device with which a Global Hot Spare is made

Step 1 Execute the "hotspare
command with -mr Option and > raidemd hotspare —c=1 —p=6 -mr=make o
the defined parameters. Make Global Hot Spare.

Do you continue ? [yes(y) or no(n)] : yes

Step 2 If you see the property

of the Physical Device after > raidemd property —tg=pd —c=1 -p=6 e
making the Global Hot Spare, RAID Controller #1 Physical Device #6
you find that the value of ;E losure
. closure
[Status] is changed to [Hot STot
Spare] and new item [Hot Spare Interface
Information] appears with value Vendor/Model
[Global] Firmware Version

Number

- INOTrld 1

Making Dedicated Hot Spare

The procedure of making a Dedicated Hot Spare is described below.

RAID Viewer

In case of RAID Viewer, user [Make Dedicated Hot Spare].

Step 1 Start the RAID Viewer. Click a Physical Device with [Status] being [Ready] on the Tree
View.

Step2  Select [Hot ”

Spare] on the | Hat Spare > |
pull-down menu of - SO R

menu item [Control] | make Dedicated Hot Spare...
and click [Make
Dedicated Hot el v [T
Spare].

Step3  The [Make Dedicated Hot x|
Spare] d|a|0g box appgars. Check Selact Disk Array(s) to make Dedicated Hot Spare.
the check box of the Disk Array for Mumber | Required Capacity | Logical Drive

which a Dedicated Hot Spare is to be S0k Array #1 33GE 1
made. The Dedicated Hot Spare may
be made for more than one Disk
Array. However, it cannot be made for
a Disk Array requiring a capacity
larger than [Capacity of selected
Physical Device].

Capacity of selected Physical Device: &7 GB
Click [OK] to make the Dedicated Hot

Ok C |
Spare. arcel
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Step 4 If you see the property of x|
the Physical Device after making a
Dedicated Hot Spare, you can find
that the value of [Status] is set to Item Value
[Hot Spare] and item [Hot Spare Humber ¢
Information] appears newly with D 3
value [Dedicated (Disk Array #X)]. ;”Ctbs”re i
[u)
Interface SAS
Wendor fMode! SEAGATE ST37345355
Firrmware Wersion ool
Serial Murnber ALO03YIR
Capacity 67GE
Status Hot Spare
Hot Spare Information Dedicated (Disk Array #1)
SMART. Marmal
raidcmd

In case of raidecmd, use the "hotspare" command.
Define the following parameters before executing the raidcmd.

RAID Controller Number of the RAID Controller containing the Physical Device with which a
Hot Spare is made

Physical Device Number of the Physical Device with which a Dedicated Hot Spare is made.

The capacity of the Physical Device should be equal to or larger than any
Physical Device used by the target Disk Array.

Disk Array Number of the target Disk Array using the Dedicated Hot Spare
Step1 Execute the "hotspare”
command with -mr option and > raidemd hotspare —c=1 —p=6 -mr=make —a=2 o
the defined parameters. Make Dedicated Hot Spare.

Do you continue ? [yes(y) or no(n)] :
N

Step 2 If you see the property
of the Physical Device after raidemd property —tg=pd —c=1 -p=6 9
RAID Controller #1 Physical Device #6

making the Dedicated Hot Spare,

you find that the value of R
[Status] is changed to [Hot Slot
Spare] and new item [Hot Spare Interface
Information] appears with value Vendor/Model
[Dedicated]. Ifirmware \“"eflﬁiun

. Dedicated (Disk Array #2)

< NOral
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Removing Hot Spare

The procedure of removing a Hot Spare is described below.

RAID Viewer

In case of RAID Viewer, use [Remove Hot Spare].

Step 1 Start the RAID Viewer. Click a Physical Device with [Status] being [Hot Spare] on the

Tree View.
Step2  Select [Hot
Spare] on the Rebuid I
pull-down menu of |g Hot Spare 3 Make Global Hot Spare
menu item [Control] Make Online Make Dedicated Hot Spare...
and click [Remove _
Hot Spare]. Make Offfine | Remove Hot Spare |
Locate(Larnm) I |
Step3  If you see the property of x|
the Physical Device after removing it
from the Hot Spare, you can find that |
the value of [Status] is set to [Ready] Item | Value |
and item [Hot Spare Information] Humber 4
disappears. D 3
Enclosure 1
Slat 4
Interface SAS
wendor fModsl SEAGATE S5T37343555
Firmmiweare Wersion 0oo1
Serial Nurnber 3LQ03Y 1B
Capacity G67GE
Status Ready
SMART. Marrnal
raidcmd

In case of raidcmd, user the "hotspare" command.
Define the following parameters before executing the raidecmd.

RAID Controller Number of the RAID Controller containing the Physical Device from which
the Hot Spare is removed

Physical Device Number of the Physical Device from which the Hot Spare is removed

Step 1 Execute the "hotspare”
command with -mr option and > raidemd hotspare —c=1 —p=6 —mr=remove o
the defined parameters. Remove Hot Spare.

Do you continue ? [yes(y) or no(n)] : yes
>
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Step 2

If you see the property

of the Physical Device after
removing the Hot Spare, the
value of [Status] is changed to
[Ready] and item [Hot Spare
Information] disappears.

> raidemd property —tg
RAID Controller #1 Phys
1D

Enclosure

Slot

Interface

Vendor/ el

Firmware Version
Serial Number

Capacity

Statu

S.
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Configuring Easily the RAID System

The Universal RAID Utility supports the Easy Configuration function allowing configurations such as creating
Logical Drive and making a Hot Spare to be provided in the state where unused Physical Devices are
connected to RAID Controllers.

If you decide the number of Physical Devices used for data storage (or the number of Physical Devices
configuring Logical Drives) and the number of Physical Devices used as Hot Spares among unused Physical
Devices connected to RAID Controllers, the Universal RAID Utility automatically configure the RAID System.
The benefits of configuring a RAID System by using the Easy Configuration are as follows. The Universal
RAID Utility performs the jobs which must be examined and manipulated to configure a RAID System
instead.

® Allowing a RAID System to be configured only by specifying three items, or a RAID Controller, the
number of Physical Devices used for Logical Drives and the number of Logical Drives to be created.

® Allowing the Universal RAID Utility to set all the items associated with Logical Drives (including RAID
Level, Capacity, and Stripe Size) automatically.

Allowing more than one Logical Drive to be created at a time.

Making Dedicated Hot Spares for Logical Drives automatically created by Universal RAID Utility if
Physical Devices are left for Hot Spares.

Procedure of Easy Configuration of RAID System

The following describes the procedure of configuring a RAID System easily.

RAID Viewer

In case of RAID Viewer, use Easy Configuration.

Step 1 Connect Physical Devices used for Easy Configuration to the RAID Controller at this
timing if required. If the Physical Devices are connected completely, start the RAID Viewer.

Step 2 Click [Easy Configuration] on the pull-down
menu of menu item [Tool].
ol | Tool | Help

_jte| Easy Configuration. .. |
ID | A1 isiear Ctrl+l —
Step3  The [Easy x
Configuration] wizard is  grep 1 /3 ; Selection of RAID Controller.
Started- In Step 1/31 Select RAID Controller using Easy Configuration.

select the RAID
Controller to be
configured by clicking it.
Then click [Next].

In the [RAID Controller]
area, RAID Controllers
which do not meet the
conditions on Easy
Configuration do not
appear.

RAID Controller:

= Back | MNext = I Cancel
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Step4  Instep 2/3,
specify the number of
Physical Devices used
by Logical Drives (or
the number of Physical
Devices used for data
storage) and the
number of Logical
Drives created in the
RAID Controller. If
Physical Devices of
different interface
types exist, specify the
number of Physical
Devices in interface
types. After the
specification, click
[Next].

Step 5 Step 3/3
shows the
configuration of the
RAID System to be
configured by the Easy
Configuration. To the
RAID System according
to the displayed
information, click [OK].
To change the
configuration, click
[Back].

Step 6 If you click
[OK] in step 3/3, then
the RAID System will be
configured. After the
Logical Drives are
created and the
makings of Hot Spares
are completed,
[Completing the "Easy
Configuration" Wizard]
appears. Now creating
the Logical Drives and
making Hot Spares is
completed. After the
wizard is closed, see
the Tree View to check
the configuration.
However, the Initialize

Easy Configuration

STEP 2 / 3: Setting the contents of configuration

Set the contents of configuration such as a use of Physical Devices,
a count of Logical Drives, etc.

Interface Type: SAS -

—Setting of Physical Device
UnLized Physical Device count & I il
Phrysical Device count using Logical Drive(s): I 5 3:
Hot Spare count @ I 1
—Setting of Logical Drive
Maximum Logical Drive count: I 1
Creating Logical Drive count: I 1 3:
< Back | Mext =

Easy Configuration

STEP 3 /3 : Check the contents of configuration
Click [0k ] button, run the following configuration.

EH® RAID Controller #1 [MegaRAID 545 S408E]
Bl Bl Logical Drive #1 [RAID 5@ 133GE]

: g Physical Device #1(0) [SAS] Online
gy Physical Device #2(1) [SAS] Orline
g Physical Device #3(2) [SAS] Online
ey Physical Dewice #4(3) [SAS] Orline
g Physical Device #5(4) [SAS] Online
g Physical Device #6(5) [SAS] Hot Spare

The Logical Drive #1 wil be configured with the different-sized Physical Devices.
Therefore, the capacity of the Logical Drive depends on the smallest-sized Physical Device.

= Back Cancel |

Easy Configuration

Completing the "Easy Configuration" Wizard
Click [Finish] button, close this wizard.

You have successfully configured the RAID system.
Sequentially, Initializing the Logical Drive(s).
You can see the progress and the result of initialization by Operation Wiew and Log Viewer,

= Back |

Carice |

of the Logical Drives having been created may not be completed. The progress and result of
initializing the Logical Drives can be checked on the Operation View.
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raidcmd

In case of raidcmd, use the "econfig" command.

Step 1
timing if required.

Step 2 Execute the "econfig"
command.
Step 3 Specify the conditions

on Easy Configuration of the
raidemd.

In step 1/3, select the RAID
Controller to be configured. Enter
the RAID Controller to be
configured.

In the list, RAID Controllers
which do not meet the
conditions on Easy Configuration
do not appear.

Step 4 In step 2/3, specify the
number of Physical Devices used
for Logical Drive(s) ("Physical
Device count using Logical
Drive(s)") and the number of
Logical Drives to be created in
the RAID Controller ("Making
Logical Drive count"). If Physical
Devices of different Interface
Types exist, specify the number
of Physical Devices in Interface
Types (in the example shown to
the right, proper settings are
provided for Physical Devices of
the SAS interface. If other
Physical Devices of different
Interface Types exist, perform
the operation in Interface Types).

Step5  Step 3/3 shows the
configuration of the RAID System
to be configured by the Easy
Configuration. To configure the
RAID System according to the
displayed information, type "yes".

Connect Physical Devices used for Easy Configuration to the RAID Controller at this

raidemd econfig e
Step 1/3 : Select RAID Controller
RAID Controller #1 [MegaRAIL PCI Express(TM) ROMB]
RAID Controller #2 [LSI Corporation MegaRAID SAS 8408E]

RAID Controller [1-2] : 1

Step 2/3 : Set the contents of configuration
Physical Device (Interface Type : SAS)

11 Device cou

e count using Logical Drive(s)

Do you continue ? [yes(y) or no(n)]

Maximum Logical Drive count

Creating Logical Dr count [ 1- 2]

Do you continue ? [yes(y) or no(n)] : vy
Step 3/3 :

Confirm the contents of configuration

RAID Controller #1 [LSI MegaRAID
Lool(dl Drive #1 [R»\H) 5 :

SAS 8202E]

3(2) [SAS]
Dedudted Hot Spare
00GB]
, 6(5) [SAS
ical Device #7(6) Dedicated Hot Spare
1 Drive #o [RAID 1

3) [SATA]
[SATA] Dedicated Hot Spare e

ical Drive #2 with different Physical Devices of
elore, Logical Dri acity is decided by tle
A ce of capac

Run the above configuration.

Tmtld] ze all of Logical Drive after creating them.
and the result of initialization by

commands.

You can <ee
“oplist” ard
propet ty

Do you continue ? [yes(y) or no(n)] : yes
N

To change the configuration, type "no

If you type "yes", the raidcmd executes the configuration of the RAID System and terminates
normally. Making Logical Drives and Hot Spares is now completed. See the property of each
component to check the configuration. However, the Initialize of the Logical Drives having been
created may not be completed. The progress and result of initializing the Logical Drives can be

checked by using the "oplist" command.

W Physical Device has two numbers in Step 3/3.
9 Physical Device #M(N)

M : The number of Physical Device

N : ID of Physical Device
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RAID Controller Enabling Easy Configuration to Be
Executed

Any RAID Controller enabling Easy Configuration to be executed must meet the following conditions.
RAID Controllers meeting the conditions incompletely do not appear in the RAID Controller list in step
1/3 of the [Easy Configuration] wizard.

1 Allowing Dedicated Hot Spares to be made, and
2 Connecting with more than one unused Physical Device.

Physical Devices Available for Easy Configuration

Only unused Physical Devices are available for Easy Configuration. Unused Physical Devices are those
with their [Status] being [Ready].

Creating Logical Drives by Easy Configuration

Logical Drives created by Easy Configuration are described below.

RAID Levels and the number of Logical Drives allowed to be created

The RAID Level of a Logical Drive created by Easy Configuration should be RAID 1 or RAID 5. Whether
RAID 1 or RAID 5 is used is defined by RAID Levels supported by the RAID Controller and the number

of Physical Devices used by the Logical Drive.
The number of Logical Drives allowed to be created is also defined by the similar conditions.

RAID Controller supporting RAID Levels RAID 1 and RAID 5

Number of Physical RAID Level of Logical Number of Logical Drives allowed to be created
Devices used by Drive
Logical Drive
2 RAID 1 1
3-5 RAID 5 1
6 or more RAID 5 Number of Physical Devices used by Logical Drive / 3

RAID Controller supporting RAID 1 only

Number of Physical RAID Level of Logical Number of Logical Drives allowed to be created

Devices used by Drive
Logical Drive

2 or more RAID 1 Number of Physical Devices used by Logical Drive / 2

w©  The Easy Configuration can only create Logical Drives of RAID 1 or RAID 5.
IMPORTANT
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Physical Devices used for Logical Drives

Physical Devices of lower Physical Device Numbers are used preferentially for Logical Drives to be
created excluding those for making Hot Spares.

Ex. :

If Physical Devices #1 - #7 can be used for Easy Configuration and Physical Device #3 is used as
a Hot Spare, Logical Drives #1 and #2 are created with Physical Devices #1 and #2 having
lower Physical Device Numbers and Physical Devices #5, #6 and #7, respectively.

E 8§ 0O 8 8 8=

Physical Physical Physical Physical Physical Physical Physical
Device #1 Device #2 Device #3 Device #4 Device #5  Device #6 Device #7
I I Hot Spare I
Logical Logical
Drive #1 Drive #2

Figure 18 Assigning Physical Devices in Easy Configuration 1

If more than one Logical Drive are created and the number of Physical Devices configuring a Logical
Drive is not equal to others, a larger number of Physical Devices should be assigned to a Logical
Drive having a smaller logical number.

Ex.. If Physical Devices #1 - #7 can be used for Easy Configuration and two Logical Drives are created,

Logical Drives #1 and #2 are created with four Physical Devices #1 - #4 and three Physical
Devices #5 - #7, respectively.

Physical Physical Physical Physical Physical Physical Physical
Device #1 Device #2 Device #3 Device #4 Device #5 Device #6 Device #7

Logical Logical
Drive #1 Drive #2

Figure 19 Assigning Physical Devices in Easy Configuration 2

Physical Devices in which S.M.A.R.T. errors are detected cannot be used to create

[V 4
Logical Drives.

Capacity of Logical Drive

The capacity of a Logical Drive to be created is defined by the RAID Level and the capacities of

Physical Devices used for the Logical Drive.
The Easy Configuration uses the entire areas of the Physical Devices to create a Logical Drive.

When a single Logical Drive is created by using Physical Devices of different capacities, the smallest
capacity is applied among those of the Physical Devices.
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Ex.. If Physical Devices #1 - #7 of different capacities can be used in Easy Configuration to create two
Logical Drives, use Physical Devices #1 - #4 and #5 - #7 to create Logical Drives #1 and #2,
respectively. The capacity of each Logical Drive is defined by the smallest capacity among those
of the Physical Devices for the Logical Device.

,_-\,_\ \
E B N B
l
l

Physical Physical Physical Physical |  Physical Physical Physical
Device #1  Device #2 | Device #3 | Device #4 = Device #5  Device #6 | Device #7
50GB 50GB 150GB | 100GB | 100GB 100GB l5OGB
N e Vo o | i
1
Only 50GB is used in Only 100GB can be
each Physical Device useq in Physical
(#3 and #4) because Device #7 because
the smallest capacity is _ the smallest capacity
Logical 50GB (remaining Logical | is 100GB in the
Drive #1 capacities 100GB and Drive #2 | physical Devices.
150GB ! 200GB " .
RAID 5 50GB are not used in #3 RAaID 5 | (Remaining S0GB is
and #4, respectively). not used.)

Figure 20 Capacities of Logical Drives in Easy Configuration

Items set for Logical Drive

The values of other selection items set for a Logical Drive to be created are defined as shown in the

table below.
Selection item Value
Stripe Size Uses the default value set for the RAID Controller. (The value varies
depending on the type of the RAID Controller.)
Cache Mode Uses the default value set for the RAID Controller. (The value varies
depending on the type of the RAID Controller.)
Initialization Mode Full

Making Hot Spares by Easy Configuration

This section describes the information on Hot Spares to be made by the Easy Configuration.

Number of Hot Spares

The number of Hot Spares is defined by the number of unused Physical Devices connected to the
RAID Controller and the number of Physical Devices used for Logical Drives. The number of Hot
Spares results from subtracting [Number of Physical Devices specified for Logical Drives] from
[Unused Physical Device count] in step 2/3 of the [Easy Configuration] wizard.

Physical Devices used as Hot Spares

Physical Devices of larger capacities are preferentially used as Hot Spares. Among Physical Devices
of the same capacity, Physical Devices of larger Physical Device Numbers are preferentially used as
Hot Spares.
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Ex.: For the example shown below, Physical Devices #1 - #7 can be used in Easy Configuration to
make two Hot Spares. Three Physical Devices have the largest capacity of 150GB. Accordingly,
use Physical Devices #5 and #6 of larger Physical Device Numbers among the three Physical
Devices as Hot Spares.

Physical Physical Physical Physical Physical Physical Physical
Device #1 Device #2 Device #3  Device #4  Device #5 Device #6 Device #7
100GB 100GB 150GB 100GB 150GB 150GB 100GB

= o

Hot Spare Hot Spare

Figure 21 Assigning Hot Spares in Easy Configuration

Physical Devices in which S.M.A.R.T. errors are detected cannot be used to make Hot

(v g
Spares.

Modes of Hot Spares

The Easy Configuration can only make Dedicated Hot Spares but cannot make Global Hot Spares.
If more than one Logical Drive is created, the Dedicated Hot Spare can be used for all Logical Drives
to be created.

Ex.: If Physical Devices #1 - #7 are used in Easy Configuration to create two Logical Drives and a
single Hot Spare, the Hot Spare will be the Dedicated Hot Spare for each Logical Drive.

Physical Devices Physical Devices Physical
#1, #2 and #3 #4, #5 and #6 Device #7
o s s s ——— - \

' |

, i

I Logical Logical | Dedicated

| Drive #1 Drive #2 J Hot Spare

Figure 22 Making Dedicated Hot Spare in Easy Configuration 1
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Ex.: If Physical Devices #1 - #8 are used in Easy Configuration to create two Logical Drives and two
Hot Spares, Hot Spares #1 and #2 will be the Dedicated Hot Spares for Logical Drives #1 and
#2, respectively.

Physical Devices Physical Devices Physical Physical

#1, #2 and #3 #4, #5 and #6 Device #7 Device #8

o v - —— - — - -\ o R — __.\
| I |

I P! '
| Lc_JgicaI Logical I I Hot Spare Hot Spare I
{ Drive#1 Drive #2 \ #1 #2 |

4

Figure 23 Making Dedicated Hot Spares in Easy Configuration 2
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Creating Logical Drive Easily

The Universal RAID Utility supports "Create Logical Drive - Simple Mode" in which a Logical Drive can be
created only by selecting two selection items according to the guide.

"Create Logical Drive - Simple Mode" allows you to create a Logical Drive only by specifying two selection
items, or the RAID Level of the Logical Drive and Physical Devices to be used.

The benefits of creating a Logical Drive with "Create Logical Drive - Simple Mode" are as follows. The
Universal RAID Utility defines selection items which you should examine to create a Logical Drive instead of
you.

® Allowing a Logical Drive to be created only by specifying two selection items (RAID Level and Physical
Devices to be used).

® Allowing the Universal RAID Utility to set all setting items (including Capacity and Stripe Size) other
than the RAID Level and Physical Devices to be used automatically.

Operation Procedure of "Create Logical Drive - Simple
Mode"

This section describes the procedure of creating a Logical Drive by "Create Logical Drive - Simple Mode".

RAID Viewer

In case of RAID Viewer, use [Create Logical Drive - Simple].

Step 1 Connect Physical Devices used for a Logical Drive to the RAID Controller at this timing
if required. If the Physical Devices are connected completely, start the RAID Viewer.

Step2 _ Click the RAID Controller

on the Tree View, select [Create !

Logical Drive] on the pull-down -"E_ Contral | Tool : He'f:'

menu of menu item [Control], and ! §,|i Create Logical Drive v || gimple... -

click [Simple...]. = Silence Bugzer Custam, .. =
W COh

(V4 If only a single unused Physical Device exists in the RAID Controller, "Create
Logical Drive - Simple Mode" is disabled.

Step3  The [Create x|
Logical Drive (Simple)] STEP 1 /3 : Selection of RAID Level
leard IS StartEd- Select RAID Level of Logical Drive.
In step 1/3, select the
RAID Level of the RaDLevel A0S <]

Logical Drive to be
created. After the
selection, click [Next].

= Back | MNext = I Cancel
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Step4  Instep 2/3,
select Physical Devices
to be used to create
the Logical Drive. If
Physical Devices of
different interface
types exist in the RAID
Controller, click the
interface type to be
used on [Interface
Type]. Next, check the
check boxes of Physical
Devices to be used on
[Physical Device]. You
must select Physical
Devices to be used by
the number allowing
the RAID Level selected

Step5  Step 3/3
indicates the
information on the
Logical Drive to be
created. Click [OK] to
create the Logical Drive
with the functions.
Click [Back] to change
one or more functions.

Create Logical Drive {Simple) 1'
STEP 2 / 3 : Selection of Physical Devices
Select Physical Devices for creating of Logical Drive.
Interface Type: SAS -
Physical Dievice: Mumber | capacity
! Physical Device #1(0) 33GE
ke Physical Device #2(1) 23GE
= Physical Device #3(2) 33GE
O & Physical Device #4(3) 67GE
O &= Physical Device #5(4) 67GE
O & Physical Device #6(3) 136GE
= Back | MNext = I Cancel
in Step 1/3 to be created. After selecting Physical Devices properly, click [Next].
x|
STEP 3 /3 : Check the contents
Click [OK] button, create a Logical Drive by the following contents, and start to initialize it
Number | RAID Level | Capacity | Stripe Size | Cache Mode | Initialization Mode |
[T E2t RAID 5 ilalci=} &4kB Auto Switch Full
= Back Cancel |
x|

Step 6 In step 3/3,
click [OK] to create the
Logical Drive. After the
Logical Drive is created
completely,
[Completing the
"Create Logical Drive
(Simple)" Wizard]
appears. Now the
Logical Drive has been
created completely.
Close the wizard and
check the information
on the Logical Drive on
the Tree View. However,
the Logical Drive
having been created
may not be initialized

Completing the "Create Logical Drive (Simple)" wizard

Click [Finish] button, close this wizard,

You have successfully created the Logical Drive.
Sequentially, initializing the Logical Drive.

You can see the progress and the result of initialization by Operation Yiew and Log Yiewer,

= Back |

Carice |

yet. Check the progress or result of the Initialize of the Logical Drive on the Operation View.
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raidcmd

In case of raidemd, use "mklds" command.
Define the following parameters before executing the raidemd.

RAID Controller Number of the RAID Controller in which a Logical Drive is created

Physical Device Numbers of the Physical Devices with which a Logical Drive is created.
The required number of Physical Devices varies depending on the RAID
Level of the Logical Drive to be created.

RAID Level RAID Level at which a Logical Drive is made.
"Create Logical Drive - Simple Mode" allows a Logical Drive with RAID Level
being RAID 1 or RAID 5 to be created.

Step 1 Connect Physical Devices used for a Logical Drive to the RAID Controller at this timing
if required.

Step 2 Execute the "mkids"

command with the defined > raidemd mklds
parameters. raidemd creates
Step 3 Type "yes" to reply to Do you continue ? [yes(y) or no(n)] @y e
the confirmation message. Then raidemd created Logical Drive #2, and started to initialize it.
a Logical Drive is created. You can see the progress and the result of initialize by
and “property” commands. o
Step4  After the Logical Drive ?

is created completely, the
raidcmd terminates normally.
The Logical Drive has been created completely. You can check the information on the Logical
Drive by using the "property" command. However, the Initialize of the Logical Drive having been
created may not be completed. The progress and result of initializing the Logical Drive can be
checked by using the "oplist" command.

Physical Devices Available for "Create Logical Drive -
Simple Mode"

Unused Physical Devices are available for "Create Logical Drive - Simple Mode". Unused Physical Devices
are those with their [Status] being [Ready].

(V4 Physical Devices in which S.M.A.R.T. errors are detected cannot be used to create
Logical Drives.

Creating Logical Drives by "Create Logical Drive - Simple
Mode"

This section describes the information on Logical Drives to be created by "Create Logical Drive - Simple
Mode".

RAID Level

The RAID Level of a Logical Drive which can be created by "Create Logical Drive - Simple Mode"
should be RAID 1 or RAID 5.
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Capacity of Logical Drive

The capacity of a Logical Drive to be created is defined by the RAID Level and the capacities of
Physical Devices used for the Logical Drive. In "Create Logical Drive - Simple Mode", a Logical Drive is
created by using the entire areas of the Physical Devices.

Items set for Logical Drive

The values of other selection items set for a Logical Drive to be created are defined as shown in the
table below.

Selection item Value

Stripe Size Uses the default value set for the RAID Controller. (The value varies
depending on the type of the RAID Controller.)
Cache Mode Uses the default value set for the RAID Controller. (The value varies

depending on the type of the RAID Controller.)
Initialization Mode Full
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Creating a Logical Drive Freely

The Universal RAID Utility supports "Create Logical Drive - Custom Mode" in which a Logical Drive can be
created as required by specifying the setting items of the Logical Drive closely.

"Create Logical Drive - Custom Mode" allows you to create a Logical Drive by specifying the setting items of
the Logical Drive closely. It can also be used to create Logical Drives of several RAID Levels or create a
Logical Drive by using unused area of Disk Array. In addition, "Create Logical Drive - Custom Mode" enables
more than one Logical Drive to be created at a time.

The benefits of creating Logical Drives by "Create Logical Drive - Custom Mode" are as follows:

® Allows Logical Drives of various RAID Levels (RAID O, RAID 1, RAID 5, RAID 6, RAID 10, and RAID 50) to
be created.

® Allows selection items (including Capacity, Stripe Size, Cache Mode and Initialization Mode) to be
specified closely.

® Allows not only unused Physical Devices but also unused area of Disk Array to be used to create a
Logical Drive of RAID 0, RAID 1, RAID 5, or RAID 6.

® Allows more than one Logical Drive to be created by a set of operations.

Operation Procedure of "Create Logical Drive - Custom
Mode"

This section describes the procedure of creating a Logical Drive by "Create Logical Drive - Custom Mode".

w©  ‘“Create Logical Drive - Custom Mode" is available only in the Advanced Mode.
INPORTANT

RAID Viewer

In case of RAID Viewer, use [Create Logical Drive - Custom].

Step 1 Connect Physical Devices used for a Logical Drive to the RAID Controller at this timing
if required. If the Physical Devices are connected completely, start the RAID Viewer.

Step2  Change the running
mode to the Advanced Mode if it is Universal RAID Utility - RAID Yiewer

set to the Standard Mode. Todo e | Confral | Tool Help

this, click [Advanced Mode] on the 1 mi{ll Create Logical Drive | Simple. .. ol
pull-down menu of menu item = Silence Bugzer | Custam... —
[Tool]. S e [BSE=cEEn Oh

Click a RAID Controller on the Tree
View, select [Create Logical Drive] on the pull-down menu of menu item [Control], and click
[Custom...].
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Step3  The [Create
Logical Drive (Custom)]
dialog box is started. In
the Custom Mode,
register a Logical Drive
to be created to the list
of the dialog box. If the
Logical Drive may be
registered, click [Add].
To delete a registered
Logical Drive, click the
Logical Drive to be
deleted and click
[Delete].

Step4  Ifyou click
[Add] in the [Create
Logical Drive (Custom)]
dialog box, the
[Register Logical Drive]
wizard is started. In
step 1/3, select the
RAID Level of the
Logical Drive to be
registered. After the
selection, click [Next].

Step 5 In step 2/3, the operation varies depending on the RAID Level selected in step 1/3.

(1) When RAID 0, RAID 1,

RAID 5, or RAID 6 is
selected as the RAID
Level, select a Disk Array
to be used for the
Logical Drive.

If the RAID Controller
contains Physical
Devices of different
interface types, click the
interface type to be used
on [Interface Type]. Next,
click the Disk Array node
to be used on [Disk
Array]. After the
selection, click [Next].

Create Logical Drive {Custom)

Click [Add] button to register the creating Logical Drive to the below list,
Click [OK] button to create the Logical Drive(s) on the below list.

| Add | Delete |

Murnber

| RAID Level | Capacity | Stripe Size

| Cache Mode

| Initialization Mode

Register Logical Drive

STEP

1 /3 : Selection of RAID Level
Select RAID Level of Logical Drive.

RAID Level: RAID S 'l

RAID 6
RAID 10
RAID S0

= Back

| Mext = I

Cancel

Register Logical Drive

STEP

2 / 3 1 Selection of Disk Array
Select Disk Array for creating of Logical Drive.

Interface Type: SAS v

Disk Array: B & Disk Array #1[66/66GE]

by Physical Dievice #1000
ibagg Physical Device #2(1)
----- b Physical Device #3(2)

Add Disk Array

X

< Back

| Mext =

Cancel
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To create a Disk Array to be
used newly, click [Add Disk
Array]. Then the [Add Disk
Array] dialog box appears.
Check the check boxes of
Physical Devices to be used for
the added Disk Array by the
number required for the RAID
Level to be created. Then click
[OK]. The newly created Disk
Array is added to [Disk Array]
in step 2/3 of the [Register
Logical Drive] wizard.

(2) RAID 10 or RAID 50
is select as the RAID
Level, select Physical
Devices used for the
Logical Drive. For RAID
10, check the check
boxes of four Physical
Devices. For RAID 50,
check the check boxes
of six or larger Physical
Devices. Further, the
number of Physical
Devices should be even.
After the selection, click
[Next].

Step 6 In step 3/3,
select the setting items
of the Logical Drive to
be registered.
[Capacity] should be a
value within the
Capacity of the Logical
Drive to be created. If
the RAID Level of the
Logical Drive to be
created is RAID 10 or
RAID 50, you may not
enter the value. Select
[Stripe Size], [Cache
Mode] and

[Initialization Mode].
After selecting all the

x
Select Physical Device(s) for adding of Disk Array.
Physical Device: | ryumbar | capacity |
ks Physical Device #1(0) 33GE
e Physical Device #2(1) 33GB
ke Physical Device #3(2) 3358
O & Physical Device #4(3) 67GE
[0 &= Physical Device #5(4) 67GE
O & Physical Device #6(5) 136GE
Cancel |
x|
STEP 2 / 3 : Selection of Physical Device
Select Physical Devices for creating of Logical Drive.
Interface Type: SAS -
Physical Device: Number | capacity
e Physical Device #1(0) 33GE
ks Physical Device #2(1) 33GE
e Physical Device #3(2) 33GE
ke Physical Device #4(3) 6758
e Physical Device #5(4) 67GE
ks Phiysical Device #6(3) 136G8
Mext = | Canicel |
x|
STEP 3 / 3 : Selection of the Select Items
Select all Select Items for creating of Logical Drive.
Selected RAID Level: IRAID 5
Capacity: I66 GE (1-66)
Stripe Size; |64KB 'I
Cache Mode: IAuto Switch 'I
Initialization Mode: IFuII 'I
< Back Canicel

setting items, click
[Next].
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Step 7 If you click
[Next] in step 3/3, then
[Completing the
"Register Logical Drive"
Wizard] will appear.
Click [Finish] to register
the Logical Drive with
the data selected on
the wizard. To change

some data, click [Back].

Step8  Atthe
completion of the
[Register Logical Drive]
wizard, the Logical
Drive is registered in
the list of the [Create
Logical Drive (Custom)]
dialog box.

Step9  Tocreate
other Logical Drives,
click [Add] and repeat
steps 4 to 8 by the
number of Logical
Drives to be created.

Register Logical Drive

Completing the "Register Logical Drive" wizard
Click [Finish] button, close this wizard.

You have successfully set the contents of creating Logical Drive.
This wizard registers the Logical Drive to the Logical Drive list in
[Create Logical Drive (Custorn)] dialog bos,

= Back | Cancel |

x

Click [Add] button to register the creating Logical Drive to the below list,

Click [OK] button to create the Logical Drive(s) on the below list.

Delete |
Murnber | RAID Level | Capacity | Stripe Size | Cache Mode | Initialization Mode |
Bl #1 RAID 5 ilalei=} o4kE Auto Switch Full
Ok Cancel |

x

Click [Add] button to register the creating Logical Drive to the below list,
Click [OK] button to create the Logical Drive(s) on the below list.

Celete |
MNumber | RAID Level | Capacity | Stripe Sizge | Cache Mode | Initialization Mode |
[TES RAID 5 BEGE B4KE Auto Switch Full
Il #2 RAID 1 30GB B4KE Auto Switch Full
[T Ezx] RAID 1 37GB B4kE Auto Switch Full
OK | Cancel |

Step 10  After registering all Logical Drives to create, click [OK]. Then the dialog box is closed
and the registered Logical Drives are created. Check the contents of the Logical Drives on the
Tree View and/or their properties. However, the Initialize of the Logical Drives having been
created may not be completed. The progress and result of initializing the Logical Drives can be
checked on the Operation View.
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raidcmd

In case of raidemd, use the "mkidc" command. A count of Logical Drive created by raidcmd is 1 at
same time.
Define the following parameters before executing the raidcmd.

RAID Controller Number of the RAID Controller in which a Logical Drive is created

Physical Device Numbers of the Physical Devices used to create a Logical Drive if used.
The required number of Physical Devices varies depending on the RAID
Level of the Logical Drive to be created.

Disk Array Number of the Disk Array used to create a Logical Drive if used

RAID Level RAID Level of a Logical Drive to be created.
"Create Logical Drive - Custom Mode" allows a Logical Drive with RAID
Level being RAID O RAID 1, RAID 5, RAID 6, RAID 10, RAID 50 to be
created.

Capacity Capacity of a Logical Drive to be created.
This value may be omitted if a Logical Drive is created by using unused
Physical Devices entirely.

Stripe Size Stripe Size of a Logical Drive to be created
This value may not be specified if the default value for the RAID Controller
is used.

Cache Mode Cache Mode of a Logical Drive to be created.
This value may not be specified if the default value for the RAID Controller
is used.

Initialization Mode Operation mode for Initialize executed after a Logical Drive is created.

The [Full] mode is recommended. In the [Full] mode, the Initialize Mode
may not be specified.

Step 1 Connect Physical Devices used for a Logical Drive to the RAID Controller at this timing
if required.

Step 2 Execute the "mkidc"

command with the defined > raidemd mklde —c=1 -p=3,4,5 -r1=5 —cp=100 -ss=64 —cm=auto
parameters. im=full
raidemd creates Logical Drive #2 e
Step 3 ) Type "yesn to reply to Do you continue ? y) or no(n)] @y
the confirmation message. Then raidemd created Logical Drive #2, and started to initialize it.

a Logical Drive is created. You can see the proy and the result of initialize by “oplist”

and “property” commands. o
Step4  After the Logical Drive >

is created completely, the
raidcmd terminates normally. The Logical Drive has been created completely. You can check the
information on the Logical Drive by using the "property" command. However, the Initialize of the
Logical Drive having been created may not be completed. The progress and result of initializing

the Logical Drive can be checked by using the "oplist" command.

78



Disk Arrays and Physical Devices Available for "Create
Logical Drive - Custom Mode"

For "Create Logical Drive - Custom Mode", Disk Arrays or unused Physical Devices are available
depending on the RAID Level of the Logical Drive to be created.

(V4 Physical Devices in which S.M.A.R.T. errors are detected cannot be used to create
Logical Drives.

Logical Drive with RAID Level being RAID 0, RAID 1, RAID 5 or RAID 6

Disk Arrays containing empty areas or unused Physical Devices are available for creating a Logical
Drive with the RAID Level being RAID O, RAID 1, RAID 5, or RAID 6.

Among empty areas in a Disk Array, the empty area existing at the end of the Disk Array can be used.
The RAID Level of a Logical Drive to be created must be the same as that of the Logical Drives
existing in the area used on the Disk Array.

If unused Physical Devices are used, create a Disk Array and create a Logical Drive on it. Unused
Physical Devices are those with their [Status] being [Ready].

Logical Drive with RAID Level being RAID 10 or RAID 50

Only unused Physical Devices are available for Logical Drives with RAID Level being RAID 10 or RAID
50. Unused Physical Devices are those with their [Status] being [Ready].

Creating Logical Drives by "Create Logical Drive -
Custom Mode"

This section describes the information on Logical Drives to be created by "Create Logical Drive - Custom
Mode".
RAID Levels
The RAID Level of a Logical Drive which can be created by "Create Logical Drive - Custom Mode"
should be RAID 0, RAID 1, RAID 5, RAID 6, RAID 10, or RAID 50.

O Supported RAID Levels vary in RAID Controllers. Unsupported RAID Levels cannot be
9 selected.

Capacity of Logical Drive

A Logical Drive to be created in the Custom Mode can have any capacity. However, a Logical Drive
with the RAID Level being RAID 10 or RAID 50 must be created by using the entire areas of Physical
Devices.
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Items set for Logical Drive

The values of other selection items set for a Logical Drive to be created are defined as shown in the
table below.

Selection Item Value

Stripe Size Select a value out of 1KB, 2KB, 4KB, 8KB, 16KB, 32KB, 64KB, 128KB,
256KB, 512KB, and 1024KB.
Cache Mode Three possible values are as follows:

Auto Switch: Switches the mode automatically between Write Back and

Write Through depending on the existence and/or status of battery.

Write Back: Writes data to the cache memory asynchronously.

Write Through: Writes data to the cache memory synchronously.
Initialization Mode Two possible values are as follows:

Full: Initializes both the management and data areas in the Logical Drive.

Quick: Initializes only the management information in the Logical Drive.

i'>’¢ Supported Stripe Sizes and cache mode vary in RAID Controllers. Unsupported Stripe
Sizes and cache modes cannot be selected.
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Deleting a Logical Drive

The Universal RAID Utility can delete a Logical Drive becoming unnecessary.

w©  The function of deleting a Logical Drive is available only in the Advanced Mode.
INPORTANT

(V4 ® Before a Logical Drive is deleted, check if the Logical Drive contains required data.

Deleting a Logical Drive causes all the data saved in the Logical Drive to be lost.
(v g Any Logical Drive meeting the following conditions cannot be deleted.

@ Containing the boot partition.
® | ocated at other than the end of Disk Array.

Deleting a Logical Drive

The procedure of deleting a Logical Drive is described below.

RAID Viewer

In case of RAID Viewer, user [Delete Logical Drive].

Step1l  Start the RAID Viewer. Click the Logical Drive Iritialize 5

to be deleted on the Tree View. Click [Delete Logical Delete Logical Drive
Drive] on the pull-down menu of menu item [Control]. =

Rt aild
raidcmd
In case of raidemd, use the "delld" command.
Define the following parameters before executing the raidemd.,
RAID Controller Number of the RAID Controller containing the Logical Drive to be deleted

Logical Drive Number of the Logical Drive to be deleted

Step 1 Execute the "delld"
command with the defined raidemd delld —c=1 -1=2 o
parameters. Delete Logical Drive #2

Do you continue ? [yes(y) or no(n)] : yes

7
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Maintenance of the RAID System

This chapter describes the maintenance of a RAID System using the Universal RAID Utility.

Providing Patrol Read for Physical Devices

The Patrol Read function reads data saved in all Physical Devices in a RAID System entirely to check
whether a read error occurs or not repeatedly in the background. The Universal RAID Utility provides the
function of indicating whether Patrol Read is executed or not and the function of changing the Patrol Read
Priority.

The Patrol Read is effective to find failures including Physical Device media errors early. Be sure to execute
Patrol Read for a RAID Controller if it supports the Patrol Read.

Setting Whether Patrol Read Is Executed or Not

Whether Patrol Read is executed or not should be set in RAID Controllers. The procedure of setting
whether Patrol Read is executed or not is described below.

w©  Changing the setting whether Patrol Read is executed or not is available only in the
IMPORTANT Advanced Mode.

RAID Viewer

In case of RAID Viewer, use the property of RAID Controller.

Step1 Start the RAID Viewer. Click a RAID Controller on the Tree View. Then click [Properties]
on the pull-down menu of menu item [File].

Step2  Click the [Options] tab in x|
the [RAID Controller Properties]

dialog box. Change the value of General Option |

[Patrol Read] to [Enable] or [Disable]. Item | value |
Click [OK] or [Apply] Rebuild Priority High ;l
Consistency Check Priority Middle ;l
Patrol Read j

Patrol Read Priority
Buzzer Setting

"1 RAID Controllers of some types may not support Patrol Read. If the Patrol Read is not
/(TIPS supported, items [Patrol Read] and [Patrol Read Priority] on the [Options] tab do not
appear.
raidcmd

In case of raidcmd, use the "optctrl" command.
Define the following parameters before executing the raidemd.
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RAID Controller Number of the RAID Controller for which whether Patrol Read is executed
or not is set

Execution of Patrol Read Enable/Disable Patrol Read.

Step 1 Execute the "optctrl”
command with -pr option and the raidemd optctrl —c=1 —pr=enable o
defined parameters. ’

Step 2 Check the execution
result by using the "property" command.

Checking Result of Executing Patrol Read

You can find the result of executing Patrol Read by checking the RAID Log of the Universal RAID Utility.
When detects something problem, Universal RAID Utility records the log in the RAID Log.

Setting Patrol Read Priority

You can set the priority in which Patrol Read is executed in your computer. The procedure of setting the
Patrol Read Priority is described below.

w©  Changing the priority of Patrol Read is available only in the Advanced Mode.
INPORTANT

RAID Viewer

In case of RAID Viewer, use the property of RAID Controller.

Step1l  Start the RAID Viewer. Click the RAID Controller on the Tree View. Then click
[Properties] on the pull-down menu of menu item [File].

Step2  Click the [Options] tab in x|

the [RAID Controller Properties] Genersl Option |
ENEral

dialog box. Change the value of

[Patrol Read Priority] to [High], Item | Value |

[Middle], or [Low]. Click [OK] or Rebuilel Priority High [

[ Apply] Consistency Check Priority Micdle ;l
Patrol Read Enable =l
Patrol Read Priority Lo j
Buzzer Setting Hi_gh

raidcmd

In case of raidcmd, use the "optctrl" command.
Define the following parameters before executing the raidemd.
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RAID Controller Number of the RAID Controller for which Patrol Read Priority is set

Patrol Read Priority Value set after Patrol Read Priority is changed.
Select a value out of High, Middle, and Low.

Step1 Execute the "optctrl"
command with -prp Option and > raidemd optctrl —c=1 —prp=high
the defined parameters. .

> raidemd property —tg=rc —c=1

. RAID Controller #1

Step 2 Check the execution D
result by using the "property" Vendor
command. Model

Rebuild Pr ;
Consistency Check Priority

Patrol Read : Enable
Patrol Read Priority : High e

Buzzer Setting . Enable
N
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Checking the Logical Drive Consistency

The Consistency Check function checks the consistency between the data in the data area of a Logical

Drive and the parity. The Universal RAID Utility can start or stop Consistency Check and change the priority
in which Consistency Check is executed.

The Consistency Check is effective next to Patrol Read to find failures including Physical Device media
errors early. Execute Consistency Check periodically if the RAID Controller does not support Patrol Read. If

the Universal RAID Utility is installed, routine execution of the Consistency Check is set for RAID Controllers
not supporting Patrol Read.

w©  Starting or stopping the Consistency Check is enabled both in the Standard Mode and
IMPORTANT Advanced Mode. The function of changing the priority at which the Consistency Check is
executed is available only in the Advanced Mode.

Executing a Consistency Check Manually

Consistency Check is executed in Logical Drives. The procedure of starting Consistency Check is
described below.

¢ - The Consistency Check can be executed only for Logical Drives with [Status] being

TIPS [Online]. The Consistency Check cannot be executed for Logical Drives with RAID Level
being RAID 0.

RAID Viewer

In case of RAID Viewer, user [Consistency Check].

Step1l  Start the RAID Viewer. Click a Logical Drive = Silence Bugzer =
on the Tree View. Then click [Consistency Check] on _ C
the pull-down menu of menu item [Control]. Coresiiznsy diza I

[ritialize 3

Step2  After Consistency Check is started, the progress of the Consistency Check appears on
the Operation View. At the completion of the Consistency Check, [Status] on the Operation View
is changed to [Completed].

™ Stop | % Delete |

Cperation Ohject Status
Consistency Check  RAID Controller #1 Logical Drive #1 Rurning (0%
Rebuild RAID Controller #1 Physical Device #3 Completed
Initialize RAID Controller #1 Logical Drive #1 Completed

raidcmd

In case of raidemd, use the "cc" command.
Define the following parameters before executing the raidemd.
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RAID Controller Number of the RAID Controller containing the Logical Drive for which
Consistency Check is executed

Logical Drive Number of the Logical Drive for which Consistency Check is executed

Step 1 Execute the "cc"

command with -op option and > raidemd cc —c=1 —1=2 -op=start o
the defined parameters. %
> raidemd oplist
. RAID Controller #1
Stepz . After the Conglstency Logical Drive #2 : Consistency Check (30%)
Check is started, the raidcmd >

terminates normally. Check the
execution status of the
Consistency Check by using the "oplist' command.

Executing Consistency Check for arbitrary Logical Drive

The Universal RAID Utility makes a task for scheduled execution of Consistency Check so that a RAID
Controller not supporting Patrol Read can find failures including media errors early. To execute
Consistency Check for arbitrary Logical Drive by raidcmd, use the function of scheduler as Task of
Windows or cron of Linux. Universal RAID Utility make the task for a RAID Controller which does not
support Patrol Read that execute consistency check for arbitrary Logical Drive.

Tasks provided by Universal RAID Utility (Windows)

The Universal RAID Utility registers a task such as that shown in the table below in a Windows task if
it is installed.

The Windows task can be used to change the schedule of executing Consistency Check or delete
tasks. For how to use tasks, see the Windows help.

Item Description
Task name Consistency Check
Execution day of the week Wednesday
Starting time AM 0:00
Execution command (Universal RAID Utility installation folder)\cli\raidcmd.exe ccs
Execution account NT AUTHORITY\SYSTEM

Task provided by Universal RAID Utility (Linux)

The Universal RAID Utility registers a task such as that shown in the table below in a Linux cron if it is
installed.
The functions of cron can be used to change the schedule of executing Consistency Check or delete

tasks. For how to use cron, see the cron(8). crontab(1), crontab(5) by "man" command.

Item Description

Execution day of the week Wednesday

Starting time AM 0:00

Execution command /opt/nec/raidcmd/raidcmd ccs
Execution account root




Executing Consistency Check for all Logical Drives for RAID Controller
not supporting Patrol Read

To execute Consistency Check for all Logical Drives of a RAID Controller not supporting Patrol Read,
use the ccs command of the raidemd.

Stopping a Consistency Check

You can stop Consistency Check being executed on the way. The procedure of stopping Consistency
Check is described below.
RAID Viewer

In case of RAID Viewer, use the [Stop] function on Operation View.
Step 1 Start the RAID Viewer. See [Operation View] while Consistency Check is executed.

Step 2 Click operation [Consistency Check] which you want to stop. Click [Stop] on the
Operation View. After the Consistency Check is stopped, [Status] on the Operation View is
changed to [Stopped].

-y
(|-(® Stop X ¥ Delete |

Consistency Checlk  RAID Controller #1 Logical Crive #1 Runiring (0% ]
Rebuild RAID Controller #1 Physical Device #3 Completed
Thitializm RAID Contrnlier #1 1 nniral Nrive #1 Crmnletad

raidcmd

In case of raidemd, use the "cc" command.
Define the following parameters before executing the raidemd.

RAID Controller Number of the RAID Controller containing the Logical Drive for which
Consistency Check is stopped

Logical Drive Number of the Logical Drive for which Consistency Check is stopped

Step 1 Execute the "cc"
command with -op option and > raidemd cc —c=1 -1=2 —op=stop o

the defined parameters. e
> raidemd oplist
. RAID Controller #1
Step2  After the Consistency 5 miroter
Check is stopped, the raidecmd

terminates normally. The
stopped Consistency Check disappears from the list of the "oplist’ command.

Checking the Executing Consistency Check Results

You can find the result of executing Consistency Check by checking the RAID Log of the Universal RAID
Utility.
Detecting a problem, the Consistency Check records the log in the RAID Log.

Setting Consistency Check Priority

You can set the priority at which Consistency Check is executed in the computer. The procedure of
setting the Consistency Check Priority is described below.
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w©  Setting Consistency Check Priority are available only in the Advanced Mode.
INPORTANT

RAID Viewer

In case of RAID Viewer, use the property of RAID Controller.

Step1 Start the RAID Viewer. Click the RAID Controller on the Tree View. Then click
[Properties] on the pull-down menu of menu item [File].

Step2  Click the [Options] tab in x]

the [RAID Controller Properties] _

dialog box. Change the value of Gererd Opton |

[Consistency Check Priority] to [High], LI Value

[Middle], or [Low]. Click [OK] or Rebuld Pricrity High [ |

[ Apply] Consistency Check Priority |Middle j
Patrol Read High
Patrol Read Priority Lo
Buzzer Setting Disable =]

raidcmd

In case of raidcmd, use the "optctrl" command.
Define the following parameters before executing the raidemd.

RAID Controller Number of the RAID Controller for which Consistency Check Priority is set
Consistency Check Value set after Consistency Check Priority is set.
Priority Select a value out of High, Middle, and Low.

Step 1 Execute the "optctrl"
command with -ccp option and -aide o
the defined parameters. g : g=rc

Step 2 Check the execution

Vendor : LST Corporation

result by using the "property" Model : ATD PCT Express (TM) ROMB
Firmware Version T 1.12.02-0342

command.
Cache 3 © 128\
Battery atus : Normal

Rebuild Pr / : High
Ca S Cy : Middle e
Patrol Kead . bknable

Patrol Read Priority : Low
Buzzer Setting . Enable
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Initializing a Logical Drive

The Initialize writes Os into the entire area of a Logical Drive to erase the data saved in the Logical Drive.
Use the function when you want to erase the data saved in a Logical Drive fully.
Initialization has two modes listed in the table below.

Mode Description

Full Writes Os into the entire area of a Logical Drive to erase the data fully.

Quick Writes Os into some blocks in a Logical Drive. Only erases OS installation and
partition management information. Initialization of the mode is completed earlier
than that of the full mode. However, because Os are not written into the remaining
area, data consistency is not held in the Logical Drive.

O Initialize are available only in the Advanced Mode.

(V4 The Consistency Check of a Logical Drive initialized in the quick mode causes a data
inconsistency error to occur due to no data consistency.
"’: The Logical Drive containing the boot partition cannot be initialized.

TIPS

Executing Initialization

Initialization should be executed in Logical Drives. The procedure of executing Initialize is described

below.
RAID Viewer
In case of RAID Viewer, use [Initialize] function.
Step 1. Stgrt the RAID VieV\_/er. Click Consistency Check | T

a Logical Drive on the Tree View. | — |
Select [Initialize] on the pull-down s ‘ Eul
menu of menu item [Control] and Delete Logical Drive Quick
click [Full] or [Quick]. R I

Step2  After Initialize is started, the progress of the Initialize appears on the Operation View.
At the completion of the Initialize, [Status] on the Operation View is changed to [Completed].

™ Stop | % Delete |

Operation Ohiject Status
Initialize RAID Controler #1 Logical Drive #1 Running (f

Rebuild RAID Controller #1 Physical Device #3 Completed
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raidcmd

In case of raidecmd, use the "init" command.
Define the following parameters before executing the raidemd.,

RAID Controller Number of the RAID Controller containing the Logical Drive to be initialized
Logical Drive Number of the Logical Drive to be initialized
Y'Si Initialization cannot be executed for any Logical Drive with [Status] being [Online].

Step 1 Execute the "init"

command with -op option and > raidemd init —c=1 -1=2 -op=star
the defined parameters. %
> raidemd oplist

Step2  After the Initializeis [N
started, the raidcmd terminates >
normally. Check the execution
status of the Initialize by using
the "oplist' command.

Stopping Initialization
You can stop Initialize being executed on the way. The procedure of stopping Initialize is described below.
RAID Viewer
In case of RAID Viewer, use the [Stop] function on Operation View.
Step 1 Start the RAID Viewer. See [Operation View] while Initialize is executed.
Step 2 Click operation [Initialize] which you want to stop. Then click [Stop] on the Operation

View. After the Initialize is stopped, [Status] on the Operation View is changed to [Stopped].
o T =

( M Sto X Delete |

RLUnning (68

Thitialize RAID Controller #1 Logical Drive #1 [
Cormpleted

Rebuild RAID Controller #1 Physical Device #3

raidcmd

In case of raidcmd, use the "init' command.
Define the following parameters before executing the raidecmd.

RAID Controller Number of the RAID Controller containing the Logical Drive for which
Initialize is stopped
Logical Drive Number of the Logical Drive for which Initialize is stopped
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Step 1 Execute the "init"
command with -0p Option and > raidemd init —c=1 —-1=2 -op=stop o

the defined parameters.
> raidemd oplist

Step2  After the Initialize is
stopped, the raidcmd terminates
normally. The stopped Initialize disappears from the list of the “oplist" command.

Checking Result of Executing Initialization

You can find the result of executing Initialize by checking the RAID Log of the Universal RAID Utility.
Detecting a problem, the Initialize records the log in the RAID Log.

Setting Initialization Priority

You can set the priority at which Initialization is executed in the computer. The procedure of setting the
Initialization Priority is described below.

w©  Setting Initialization Priority are available only in the Advanced Mode.
INPORTANT

& RAID Controllers of some types may not support the setting Initialization Priority. If does

TIPS not support this function, RAID Viewer and raidcmd do not display this item in the
property of RAID Controller and the execution of the "optctrl" command of raidemd fails.

RAID Viewer

In case of RAID Viewer, use the property of RAID Controller.

Step 1 Start the RAID Viewer. Click the RAID Controller on the Tree View. Then click
[Properties] on the pull-down menu of menu item [File].

Step2  Click the [Options] tab in the x|
[RAID Controller Properties] dialog

. . | Opti
box. Change the value of [Initialization oo " |

Priority] to [High], [Middle], or [Low]. em IEEIE |
Click [OK] or [Apply] In|t|alfze Pl-'mrlty H_|gh j
Rebuild Priority High
Consistency Check Priority M
Patrol Read Disable =]
Patrol Read Priority High ;I
Buzzer Setting Disable =l

raidcmd

In case of raidcmd, use the "optctrl" command.
Define the following parameters before executing the raidemd.

RAID Controller Number of the RAID Controller for which Initialization Priority is set

Initialization Priority Value set after Initialization Priority is set.
Select a value out of High, Middle, and Low.
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Step 1 Execute the "optctrl"

command with -ip option and the PR RIS R R T (TR A o
defined parameters. raidemd property —tg=rc —c=1
RAID Controller #1
. 1D 0
Step 2 Check the execution Vendor : Vendor Name
result by using the "property" Model : Model Name
command. Firmware Version © 1.00

Size © 128MB

att Status © Normal
Initialization Priority : Middle e
Rebuild Priori Middle

Consistency Check Priority W

Patrol Read : Enable

Patrol Read Priority : Low

Buzzer Setting . Enable

N
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Rebuilding a Physical Device

Rebuild means incorporation of a new Physical Device to a Logical Drive after a Physical Device is replaced
with the new one due to occurrence of an event such as a failure. In general, the Rebuild is automatically

started by a function of the RAID Controller called standby rebuild or hot-swap rebuild. Accordingly, manual
Rebuild is not required so often. If required, use the Universal RAID Utility.

O Manual Rebuild is available only in the Advanced Mode.

Executing Rebuild

Rebuild is executed for a Physical Device. The procedure of executing Rebuild is described below.
RAID Viewer

In case of RAID Viewer, use [Rebuild] function.

Step 1 Connect the Physical Device used for Rebuild to a RAID Controller at this timing if
required. If the Physical Device is connected completely, start the RAID Viewer.

Step 2 Click the Physical Device used for the Dielete Logical Drive
Rebuild on the Tree View. Then click [Rebuild] on the P~
pull-down menu of menu item [Control]. i

Step 3

After the Rebuild is started, the progress of the Rebuild appears on the Operation View.
At the completion of the Rebuild, [Status] on the Operation View is changed to [Completed].

™ stop | % Delete |

Ciperation Ohbiject Status
RAID Confroller #1 Physical Device #3 Runhing

Consistency Check  RAID Controller #1 Logical Drive #1 Completed

[ S )

AnTE Cmmdbemllme B4 Fleaimim el P im— #7

L ENR R e |

raidcmd

In case of raidcmd, use the "rebuild" command.
Define the following parameters before executing the raidcmd.

RAID Controller Number of the RAID Controller containing the Physical Device for which

Rebuild is executed

Physical Device Number of the Physical Device for which Rebuild is executed

"’: Rebuild can be executed if [Status] of a Physical Device is set to [Failed] and [Status]
!;3 of the Logical Drive using the physical drive is set to [Degraded)].

Step 1 Connect the Physical Device used for Rebuild to a RAID Controller at this timing if
required.
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Step 2 Execute the "rebuild”

command with -op option and > raidemd rebuild —c=1 —p=3 —op=start e
the defined parameters.
> raidemd oplist e
- RAID Controller #1
Step 3 After the Rebuild is Physical Device #3(2) : Rebuild (70%)

started, the raidcmd terminates >
normally. Check the execution
status of the Rebuild by using the "oplist" command.

Stopping Rebuild

You can stop Rebuild being executed on the way. The procedure of stopping Rebuild is described below.

w©  The function of stopping Rebuild is available only in the Advanced Mode.
INPORTANT

RAID Viewer

In case of RAID Viewer, use the [Stop] function on Operation View.
Step 1 Start the RAID Viewer. See [Operation View] while Rebuild is executed.

Step 2 Click operation [Rebuild] which you want to stop. Then click [Stop] on the Operation

View.
After the Rebuild is stopped, [Status] on the Operation View is changed to [Stopped].
- T~
( ™ Stop h 2 Delete |
[8a,TEY - = 5] - Ohiject Status
RAID Controler #1 Physical Device #3 Running
Consistency Check  RAID Controller #1 Logical Drive #1 Completed
Rebuild RAID Controller #1 Phwsical Device #3 Comtleted
raidcmd

In case of raidcmd, use the "rebuild" command.
Define the following parameters before executing the raidecmd.,

RAID Controller Number of the RAID Controller containing the Physical Device for which
Rebuild is stopped
Physical Device Number of the Physical Device for which Rebuild is stopped

Step 1 Execute the "rebuild"
command with -op option and raidemd rebuild —c=1 —p=3 -op=stop o

the defined parameters.
raidemd oplist 9

Step2  After the Rebuild is
stopped, the raidcmd terminates
normally. The stopped Rebuild disappears from the list of the "oplist' command.
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Checking the Executing Rebuild Results

You can find the result of executing Rebuild by checking the Tree View, the property of the Physical
Device and the RAID Log of the Universal RAID Utility.

If Rebuild succeeds, the icon of the Physical Device subject to the Rebuild changes to [Online] on the
Tree View. In addition, the [Status] in the Property tab of the Physical Device is set to [Online].

When detects something problem, Universal RAID Utility records the log in the RAID Log.

Setting the Rebuild Priority

You can set the priority at which Rebuild is executed in the computer. The procedure of setting the
Rebuild Priority is described below.

w©  Setting Rebuild Priority are available only in the Advanced Mode.
INPORTANT

RAID Viewer

In case of RAID Viewer, use the property of RAID Controller.

Step1l  Start the RAID Viewer. Click the RAID Controller on the Tree View. Then click
[Properties] on the pull-down menu of menu item [File].

Step 2 Click the [Options] tab in x|
the [RAID Controller Properties]

dialog box. Change the value of General Option |

[Rebuild Priority] to [High], [Middle], Item vaue |
or [Low]. Click [OK] or [Apply]. Rebuild Priority High [
Consistency Check Priority High
Patral Read L chr
Patrol Read Priarity High =1
Buzzer Setting Dizable =l
raidcmd

In case of raidcmd, use the "optctrl" command.
Define the following parameters before executing the raidemd.

RAID Controller Number of the RAID Controller for which Rebuild Priority is set

Rebuild Priority Value set after Rebuild Priority is set.
Select a value out of High, Middle, and Low.
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Step 1 Execute the "optctrl

command with -rp option and > raidemd optetrl —c=1 -rp=Middle o
the defined parametersl raidemd property —tg=rc —c=1
RAID Controller #1
. 1D 0
Step 2 Check the execution Vendor : LSI Corporation
result by using the "property" Model © MegaRAID PCI Express (TM) ROMB
command. Firmware Version T 1.12.02-0342

: 128MB

attery Status © Normal
Rehiiild Priority : Middle e
istency Check Priority ddle
ol Read Enable
Patrol Read Priority : Low
Buzzer Setting : Enable
>
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Checking the Location of a Physical Device

The locate function can be used when you want to know the slot to which a specific Physical Device
appearing in the RAID Viewer is inserted in the computer or enclosure. In actual, locate turns on the
DISK lamp on the computer or enclosure in which the specified Physical Device is installed. (The DISK
lamp blinks depending on the types of the computer or enclosures.) Searching for the Physical Device
with the DISK lamp being ON allows the Physical Device for which “"check location” is executed on the
RAID Viewer and raidcmd to be identified.

w©  RAID Viewer and raidemd don't support the indication of the status (ON or OFF) of DISK

INPORTANT lamp. Therefore, you can't recognize the location of the Physical Device when you turn
ON the lamp of two or more Physical Devices at same time. You should turn ON the lamp
of Physical Device one by one. It is convenient when you put down the number of the
Physical Device which turned on a DISK lamp because you can confirm the number of
the Physical Device when turn off the DISK lamp.

Checking the Location of a Physical Device Procedure

Locate is executed for a Physical Device. The locate procedure is described below.

RAID Viewer

In case of RAID Viewer, use [Locate(Lamp)] function.

Step1l  Start the RAID Viewer. Click a -
Physical Device to be located on the tree o Make Offine I
view, select [Locate (Lamp)] on the | Locate(Lamp) N | O
pull-down menu of menu item [Control], OF_F
and click [ON]. Then the DISK lamp on -

the Physical Device goes on (or blinks
depending on the type of the computer).

Step2  To turn off the DISK lamp, click a Physical Device to be located on the Tree View, select
[Locate (Lamp)] on the pull-down menu of menu item [Control] and click [OFF]. Then the DISK
lamp on the Physical Device goes off.

raidecmd

In case of raidecmd, use the "slotlamp” command.
Define the following parameters before executing the raidemd.,

RAID Controller Number of the RAID Controller containing the Physical Device for which its
location is checked

Physical Device Number of the Physical Device for which its location is checked

Step1l  To turn on the DISK
Iamp for locate, execute the raidemd slotlamp —c=1 —p=3 —sw=on
"slotlamp" command with the
-sw option set to "on" using the
defined parameters.

raidemd slotlamp —c=1 —p=3 —sw=off

Step2  To turn off the lighting
DISK lamp, execute the "slotlamp” command with the -sw option set to "off".
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Changing Forcibly the Status of a Physical
Device

The function of changing status of a Physical Device forcibly can be used when you want to change the
[Status] of a Physical Device to [Online] or [Failed] forcibly for a maintenance job or another. The function
may not be used in normal operation.

w©  The function of changing the status of a Physical Device forcibly is available only in the
IMPORTANT Advanced Mode.

W The function of changing the status of a Physical Device forcibly may not be able to change

the status to the desired one depending on the status of the Physical Device (such as a
severe failure).

To [Online] Forcibly

To set the [Status] of a Physical Device to [Online] forcibly, use Make Online. The procedure of executing
Make Online is described below.

RAID Viewer

In case of RAID Viewer, user [Make Online] function.

Step 1 Start the RAID Viewer. Click a Physical S
Device with [Status] being [Failed] on the Tree View. Hot Spare r
Then click [Make Online] on the pull-down menu of |;_® Make Orline
menu item [Contro!]. Make Offine
After the Make Online succeeds, [Status] of the . .
Physical Device is changed to [Online].
raidcmd
In case of raidcmd, use the "stspd" command.
Define the following parameters before executing the raidemd.,
RAID Controller Number of the RAID Controller containing the Physical Device with its
status set to [Online] forcibly
Physical Device Number of the Physical Device with its status set to [Online] forcibly

Step1 Execute the "stspd"
command with -st Option and the > raidemd stspd —c=1 —p=4 —-st=online o
defined parameters. > raidemd property —tg 1 —p=3

RAID Controller #1 Physical Device #3

ID B

Step 2 If the "stspd" command  [FEITR..

succeeds, the [Status] of the Slot
physical device is set to [Online].  |RE i

Version
Number

. Online
S.MCALR.T. * Normal
>




To [Failed] Forcibly

To set the [Status] of a Physical Device to [Failed] forcibly, use Make Offline. The procedure of executing
Make Offline is described below.
RAID Viewer
In case of RAID Viewer, user [Make Offline] function.
Step1  Start the RAID Viewer. Click a Physical

Device with [Status] being [Online] on the Tree View.
Then click [Make Offline] on the pull-down menu of

menu item [Control]. |b@ Make Offine
After the Make Offline succeeds, [Status] of the Locate(Lamp) v
Physical Device is changed to [Failed].
raidcmd
In case of raidcmd, use the "stspd" command.
Define the following parameters before executing the raidemd.,
RAID Controller Number of the RAID Controller containing the Physical Device with its
status set to [Failed] forcibly
Physical Device Number of the Physical Device with its status set to [Failed] forcibly

Step 1 Execute the "stspd"
command with -st Option and the > raidemd stspd —c=1 —p=1 —st= ofillne o

defined parameters. raidemd prope =3
RAID Controller #1 Physical DP\l(L—‘ #3
1D :
Step2  If the "stspd” command [ ST

succeeds, the [Status] of the Slot
physical device is set to [Failed]. |FRaSSSElE © SAS R
Vendor/Model : SEAGATE  ST936751SS

Firmware Version 1 0001
Serial Number D3 ()I 3VM

f
* Normal
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Troubleshooting the RAID System

The Universal RAID Utility provides various measures to monitor occurrences of failures in the RAID System. The
figure below shows the image of the troubleshooting function provided by the Universal RAID Utility.

Universal RAID Utility

RAID Viewer Log Viewer

.

NEC ESMPRO Manager

raidcmd
RAID Log

Measure 5

For events logged in
OS Log, alerts are sent
to NEC ESMPRO

Measure 1

Failures in RAID
System detected

by RAID Measure 2 Manager.
controllers_appear All events occurred in RAID Measure 4
22 deéligc\rﬂzwer Systems are recorded to RAID QTgﬂjge g\{ﬁnts
: Log. In case of Windows, Log RAID lo
Viewer allows referring RAID : " g:[
Log. In case of Linux, text  — lmpotr an |
editor or otherwise allow sl j %Ini aosg
referring RAID Log. [ecor CULLO
og.
Measure 3
Buzzer sounds OS Log
at occurrence of
failure if DD»
installed in RAID
Controller.
—) Buzzer

RAID System

Figure 24 Troubleshooting image of RAID System

This chapter describes the troubleshooting of a RAID System done by using the Universal RAID Utility.

100



Failure Detection Measures

The Universal RAID Utility provides several fault detection measures as shown in Figure 24 Troubleshooting
image of RAID System. The measures are described below.

Status Display by RAID Viewer

The RAID Viewer indicates the status of the RAID System with the icons of components on the Tree View
and the [Status] in the Property tab of each component.

For details of the icons of components on the Tree View, see "Tree View".

For details of [Status] in the Property tab, see "Referring to Information on RAID System".

Status Display by raidecmd

You can see the status of each component in a RAID System by using the "property" command. For the
information in the property, see "Referring to Information on RAID System

Logging Events to RAID Log

The Universal RAID Utility logs all events occurred in the RAID System to the RAID Log in the Universal
RAID Utility.

In case of Windows, you can see the data in the RAID Log on the Log Viewer. For details of the Log
Viewer, see "Log Viewer".

Also, the data in the RAID Log can be seen by using a text editor or otherwise. Note the character code
when you see the RAID Log.

Operating System Path and File Name Character Code
Windows (installed folder)/server/raid.log UTF-8
Linux /var/log/raidsrv/raid.log UTF-8

For details of events to be registered to the RAID Log, see "Appendix B : Logs/Events".

Buzzer in RAID Controller

If a RAID Controller is equipped with a Buzzer, the RAID Controller sounds the Buzzer for some types of
failures occurred.

The Buzzer sounds until the stopping it by RAID Viewer or raidcmd.

RAID Viewer

In case of RAID Viewer, use [Silence Buzzer] function.

Step1l  Start the RAID Viewer. Check the component in which a failure occurs on the Tree
View.

Step2  Click the RAID Controller containing the
component in which the failure occurs. The click [Silence

Buzzer] on the pull-down menu of menu item [Control]. & | Sontral [ Tool  Help
|wii il Create Logical Crive 3
E|| Silence Buzzer | g

Consistency Check
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‘ﬁﬁ You can click menu item [Silence Buzzer] whether a Buzzer sounds or not.
Nothing is done if no Buzzer sounds.

raidecmd

In case of raidemd, use the "sbuzzer" command.
Define the following parameters before executing the raidcmd.

RAID Controller Number of the RAID Controller for which Buzzer is stopped

Step 1 Execute the "sbuzzer" raidemd sbuzzer —c=1
command with the defined >
parameter.

Logging Events to OS Log

Among RAID System events logged in the RAID Log, the Universal RAID Utility also logs important events
to the OS Log. OS Log is the event log(system) in Windows or the syslog in Linux.
For events to be logged in the Windows event log, see "Appendix B : Logs/Events".

Sending Alert to NEC ESMPRO Manager

Among RAID System events logged in the OS Log, the Universal RAID Utility sends important events
which may affect the operations and managements of the computer to the NEC ESMPRO Manager as
alerts. To send alerts, the event monitoring function provided by the NEC ESMPRO Agent can be used. If
the NEC ESMPRO Agent is installed in the computer in which the Universal RAID Utility is installed and
alert transmission is set, RAID System events detected by the Universal RAID Utility will be automatically
subject to alert transmission to the NEC ESMPRO Manager.

For alerts sent to the NEC ESMPRO Manager, see "Appendix B : Logs/Events".

\y

. For alert transmission provided by the NEC ESMPRO Agent, see the relevant
TIPS documentation of the NEC ESMPRO Agent.

Using report coordination of NEC ESMPRO/AlertManager

To transfer alerts sent to the NEC ESMPRO Manager by using the inter-manager communication
function or to use alerts on report coordination of the NEC ESMPRO/AlertManager, add the following
registry to the computer in which the NEC ESMPRO Manager is installed.

Registry key

CPU architecture (x86) :
HKEY_LOCAL_MACHINE\SOFTWARE\NEC\NVBASE\AlertViewer\AlertType\URAIDUTL

CPU architecture (x64) :
HKEY_LOCAL_MACHINE\SOFTWARE\Wow6432Node\NEC\NVBASE\AlertViewer\AlertType\URAIDUTL
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Values

Name Type Data

WavDefault REG_SZ Default.wav

AniDefault REG_SZ Default.bmp

Image REG_Sz Default.omp

Smallimage REG_SzZ Default.omp
Permission

In case of the operation system is Windows XP(exclude Home Edition), Windows 2000, Windows
Server 2003, Windows NT, add the following permissions.

Name Type

Administrators Full Control

Everyone Read

SYSTEM Full Control

ESMPRO User Group Full Control

"1 ESMPRO User Group is the name group for the management of NEC ESMPRO

&/ [TPS Manager (specified it when installed NEC ESMPRO Manager). If you forget the name
of group, see the following registry key.

CPU architecture (x86) : HKEY_LOCAL_MACHINE\SOFTWARE\NEC\NVBASE

CPU architecture (x64) : HKEY_LOCAL_MACHINE\SOFTWARE\Wow6432Node
\NEC\NVBASE

Value : LocalGroup
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Monitoring Faults of Physical Devices

The Universal RAID Utility can take the following measures to monitor failures of Physical Devices detected
by RAID Controllers.

RA”? viewer RAID Log ‘ Buzzer OS Log Alert
raidemd
v v Depending on type v v

of RAID Controller

If a Physical Device used for a Logical Drive is failed, the status of the Physical Device changes to [Failed].
In addition, the status of the Logical Drive using the Physical Device changes to [Degraded] or [Offline]
depending on the redundancy. The status of the Physical Device and Logical Device remains unchanged
until the problem is solved.

The RAID Viewer indicates the status of Physical Devices and Logical Drives with their icons on the Tree
View and their properties. In addition, the RAID Viewer shows the status from the viewpoint of the RAID
System and from the viewpoint of the computer on the Tree View.

The raidemd indicates the status of Physical Devices and Logical Drives on their properties.

The display of the RAID Viewer depending on the change of [Symbols]
Physical Device status is described below.
. Logical drive

8 Physical device (Hot Spare)
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Operation in no failures of Physical Devices

If all Physical Devices used by a Logical Drive operates
normally (with their [Status] being [Online]), the Logical
Drive is in the online status (with its [Status] being

Status of RAID System
[Online]).
#1 [Online]
The RAID Viewer shows the status as shown in the figure
below.

RAID Level: 5

se8 s

[Online] [Online] [Online] [Hot spare]

s Universal RATD Likilit-.
File

Control

[Normal] icons appear for
=@ both Logical Drive and
Physical Devices.

Disk &rray Information

«ui Drive Properties il
5 FAID Controller #1007
-l | ogical Drive #1(0) @, |Opti°”|

Chysical Device #1001 %, Itern | value |
Physical Device #2(1)@, = Murmber 1
Shysical Device #3(21 % % 0 a

S Physical Device #4(3) '-_': Physical Device Murnber 1,23

= Physical Device #5(4)  =»

1 {order 1/1)
-l Physical Device #6(5)

H RAID Level - - -

Caparity [Status] of Logical Drive is
s Stripe Size [Online].

M “‘ (“arhe fode (CurrenT 0 =T ]

*
,: Status Cirline
..
L2
x|

Physical Device Properties

X
; .,1‘.-1----11‘ j j
b g
R e | walue |
:' Murnber 1
L4
o (8] u]
o
. Enclosure 1
H Slot 1
H Interface SAS
H wendorModel bl llleelenliaetl 4 55
B Firmware versi [Status] of every Physical
. Serial Mumber | Device is [Online].
- :
“
)
A[ Status Cnline
(O . T RE]

Figure 25 Display of RAID Viewer in no failures of Physical Devices
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The raidecmd shows the status as shown in the figure below.

[Status] of Logical Drive is
[Online].

RAID Level
Stri Size

raidemd property —tg=pd —c=1 -p=1
RAID Controller #1 Physical Device #1
1D :
Enclosure
Slot

Interface : -
Vendor/Model : Seagate ST12345678 [Status] of every Physical

Firmware Versio © BKOS Device is [Online].

Serial Number

apaciiy

raidemd property —
RAID Controller #1 Phy
1D
Enclosure
Slot
Interface S
: Seagate ST12345678
nware ~sion : BK09
1 Number 1111

> raidemd property -
RAID Controller #1 Phys
1D

Enclosure

Slot

Interface

Figure 26 Display of raidcmd in no failures of Physical Devices
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Operation when redundancy of Logical Drive degraded
or lost due to failure of Physical Device

If one or more Physical Devices used by a Logical Drive
are failed (with their [Status] being [Failed]) to degraded
or lost the redundancy of the Logical Drive, the Logical

Status of RAID System
Drive is degraded (with its [Status] being [Degraded]).

#1 [Degraded]

RAID Level: 5
The RAID Viewer shows the status as shown in the figure
below.

O

#3 #4
[Failed] [Hot spare]

#1 #2
[Online] [Online]

[ Universal RAKS

Fie  Contpole Icon of Logical Drive
— —ast=S

— han to [Warning].
S| Mptnmpute CETES D) |l el
-8 RAID System #1

*

ﬂ
B RAID Controller #1(0) {Gereral | option |
‘oLl I.u:ugiu:al Drive #1(0) @., Tterm | valLe
- Physical Device #1007 “\ Mumber 1
- s Physical Device #2(1) % i} 0
JORT hvsical Device #32(2@,

-l Physical Device #5(4)
e Physical Device #a6(5)

%, Icon of Failed Physical
Device changes to [Fatal].

LRy
‘-“' e

Q
Q
Q

& Physical Device #4(3) kY

-
Yaa,

Capacity
Stripe Siza

.
.
-
-
=
-
u
=
=
-
L]
.
-
.
.
.
.

.
a®
amsumns®®

Status

Physical Device M

Disk array Inforr. [Status] of Logical
RAID Level

Drive changes to
[Degraded] because of
lost the redundancy.

PP == = e R T2~ A 1~ 08 N ' 1 =

Degraded

Physical Device Properties

Serial Nurnber

_ | [Status] of Failed Physical
Firmware Versiy Device changed to [Failed].

Xl
*
*
. .-““‘
— - guEmus
Ttege * | walue |
J Ltirmber 3
Kb 2
.0
s Enclosure 1
s slot 3
. Intetface SAS
H wiendar/Model
H
H
5
.
.
*

ity 'QinE
Status Failed
|5.M.A.R.T. Forma

Figure 27 Display of RAID Viewer under lost the redundancy of Logical Drive
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The raidecmd shows the status as shown in the figure below.

SN

raidemd property —tg=1d —-c=1 -1=1

[Status] of Logical Drive
1 Device Number : 2, . eg changes to [Degraded]
Number : because of lost the
: redundancy.

> raidemd property -t -c=1 —p=1
RAID Controller #1 Pt al Device #1
1D 10
Enclosure

Slot

Interface

! Seagate ST 6
sion : BKO9 | [Status] of no failure Physical
al Number - | Device is [Online].

> raidemd property —tg=pd —c=1 —p=2
RAID Controller #1 Physical Device #2
1D :C
Enclosure
Slot
Interface

dor/Model

> rai

RATD

D

Enclosure

Slot

Interface : !

Model : e S 8 [Status] of Failed Physical

ersion : Device changed to [Failed].

NOI'mda 1

Figure 28 Display of raidcmd under lost the redundancy of Logical Drive

. The status of a Logical Drive is defined depending on the RAID Level and the number
TIPS of Physical Devices failed.

If the RAID Level is RAID 10 or RAID 50 and two Physical Devices are failed, the
status will be [Degraded] or [Offline] depending on the failed Physical Devices.

RAID O Onine Offline Offline Offline
RAID 1 Onine Degraded Offline -

RAID 5 Onine Degraded Offline Offline
RAID 6 Onine Degraded Degraded Offline
RAID 10 Onine Degraded Degraded/Offline Offline
RAID 50 Onine Degraded Degraded/Offline Offline
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Operation when failed Physical Device is replaced to
recover RAID System

Using the RAID System continuously with the
redundancy of a Logical Drive remaining degraded may Status of RAID System
cause the data in the Logical Drive to be lost when

another Physical Device is failed further. Recover a
Logical Drive of degraded redundancy by Hot Spare or

#1 [Degraded]
replacement of the failed Physical Device.

RAID Level: 5
If Hot Spare or replacement of a failed Physical Device
operates Rebuild, the status of the Physical Device -
changes during the rebuilding (with its [Status] changed #1 #2 #3 #4
to [Rebuilding]).

[Online] [Online] [Failed] [Rebuilding]

The RAID Viewer shows the status as shown in the figure below.

If rebuilding recovers the Logical Drive, the status of the Logical Drive is changed to online. The display
of the RAID Viewer returns to be the same as that for "Operation in no failures of Physical Devices".

Icon [Warning] of Logical Drive perties

x|
Fle  Control _ and [Degraded] of [Status] le
=] ng.{_‘nifnpute remain unchanged until Rebuild oy | value |
£ 4 RaID | is completed. B 1
5, ABLRAID Controller #1(U) in i
Y ogical Drive #1(0) Physical Device Nkrnber 1,23
Phrysical Device #1(0) Diisk: asrrary Infg{rﬁation 1 {order 1717
- Physical Device #2(1) L jRs revel” RAID 5
-l Physical Device #3(2®. o7 [Capadity 66GE
o> Ep Physical Device #4(33“‘;‘ : Stripe Size E4KE
£ ~E=Physical Device #5(4) %% 'x’ “m Ll ite Throuoh
:.~ &= Physical Device #6(5) 1 '-_‘ Status Degraded
: i x|
%, | Icon of Hot Spare starting
‘@ Rebuild is changed to
Kol _ hljter';i Failure of Physical Device after j
:~' I;m = Rebuild is started brings various
’..' EnclosLre results dependl_ng on type of RAID
‘.,o it controller or failure as follows;
. R Interfacs [Stat_us] is changed to [Ready],
. . ——c H vendaor/Model - Physical Devices cannot be
Firmware versor. F€COgnized, and [Status] remains
Ge || “‘ Serial umber |~ Tailed.
:’ Item | Walue % LCanacity 235E
:' Murnter 4 A Status Readly
D D 3 AT, Flgrmal
:. Enclosure 1
Slot 4
': Interface SAS
V_endmmod‘ [Status] of Hot Spare p49955
- Firrmweare Wel -
cerial Numbd changes to [Rebuilding].
-'.' Capacity =YL=,
ﬂr Status Rebuiding
aFLaRGT [l

Figure 29 Display of RAID Viewer after rebuilding of Physical Device
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The raidecmd shows the status as shown in the figure below.

[Degraded] of [Status]
-*¢ remain unchanged until
rebuild is completed.

L,u‘hc Mode (Current) :
ho Madae (&mmnﬂ * Autoa Switeh

Status . Degraded
AN

> raidemd property —tg -c=1 —p=3
RAID Controller #1 Physical Device #3
D D0 Failure of Physical Device after
Enclosure

t : Rebuild is started brings various
;i‘:z]h X . SAS results depending on type of RAID
Vendor/Model : Seagate ST12345678 Controller or failure as follows;
Firmare Version : BKO9 B [Status] is changed to [Ready],

Serial Number : -
eria. umber Physical Devices cannot be

recognized, and [Status] remains
[Failed].

raidemd property —tg=pd —c=1 -p=4

RAID Controller #1 Physical Device #4

1D :

Enclosure

Slot :

Ilﬂt‘rfd( e S [Status] of Hot Spare

/ + Seagate ST12345678 [*"" changes to [Rebuilding].

Firmware Version
al Number

: Rebuilding

O. M. AL L. - Nulmal

Ve

Figure 30 Display of raidcmd after rebuilding of Physical Device
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Operation when the Logical Drive is offline due to failure
of Physical Device

If you continue to use the RAID System with lost
redundancy of a Logical Drive and another Physical
Device is failed further, the redundancy of the Logical
Drive is lost completely. The status of a Logical Drive #1 [Offline]
without redundancy is offline (with its [Status] being RAID Level: 5
[Offline]). The data in a Logical Drive in the offline status
is lost. Replace all failed Physical Devices and Rebuild

the RAID System. ‘ ‘ ‘

#1 #2 #3
The RAID Viewer shows the status as shown in the figure [Online]  [Failed]  [Failed]
below.

Status of RAID System

[ Universal RATZ 222
e Contyol

Icon of Logical Drive

= ge‘ﬁumput changes to [Fatal].
£ 8 RAID System #1 x|
%, i RAID Contraller #1(0)
‘o ogical Drive #1(0) o, Optian |
% Physical Device #1(0) Ttem | value |
Physical Device #2(1) % Murnber 1
"‘-“ Physical Device #3(21% % ID 0
R B Physical Device #4(3) '-_ ': Physical Device Murmber 1,23
: : thsp:al Device #5(4) Y Disk artay Inform [Offline] of Logical Drive
1 = Physical Device #6{5) =& RAID Level .
" Capacity changes to [Offline] because
», | Icons of both Failed it Stripe Size of loss of redundancy.
**q Physical Devices % elcacheMode (Cunent ———Uiie Thong
change to [Fatal]. ‘ Status Cffine

&~
*
Physical Device Properties
*
Ld

=
Physical Device Propertics 5[
Y A =
=21 ]
) Item | walue |
," MNurnber 2
&
N D 1
L]
. Enclosure i
. Slot 2

Interface

vendormogd [Status] of both Failed

75455
H Frmware ved Physical Devices change
-
S
.

serial humbd O [Failed].

L Canacity JCICIC1=]
:‘r Status Failed
R LN TIon i

Figure 31 Display of RAID Viewer under lost redundancy of Logical Drive
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The raidecmd shows the status as shown in the figure below.

> raidemd property —tg=ld —c=1 -1=1
RAID Controller #1 Logic

RAID Level

Stripe

)

> raidemd property —tg=pd —c=1 -p=1
RAID Controller #1 Physical Device #1
1D 0
Enclosure
Slot
Interface
Vendor/Model
Firmware Version
Serial Number
146GB
* Online
: Normal

> raidemd property -t

RAID Controller #1 Phy

1D

Enclosure

Slot

Interface

Vendor/Model N

Firmw. Version : BKO9

Serial Number C1111
' Status ! Failed

O. M. AL T, - NOIa L

>

> raidemd property —tg=pd —c=1 —p=3

RAID Controller #1 Physical Device #3

1D 0

Enclosure 1

Slot 3

Interface :

Vendor/Model . Seagate ST12345678
Firmware Version : BK09

' Number :

Capacity :
' Status ¢ Failed
o. M. AR L. - NOormdil

7

[Offline] of Logical Drive
changes to [Offline]
because of loss of
redundancy.

[Status] of both failed
»@ Physical Devices change
to [Failed].

Figure 32 Display of raidcmd under lost redundancy of Logical Drive
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Monitoring Battery Status

The Universal RAID Utility can monitor battery status which the RAID Controller detects by the following
means.

AL VIEETES RAID Log | Buzzer 0S Log Alert
raidemd
Depending on type
v v of RAID Controller v v

The Universal RAID Utility monitors events of the battery installed in the RAID Controller. The Universal RAID
Utility logs detected battery events in the RAID Log. Any event indicating occurrence of a problem in the
battery reflects the battery status as the status of the RAID Controller (by changing the status of the RAID
Controller to [Warning]). The battery status is retailed as the status of the RAID Controller until the problem
is solved.

Operation when battery operates normally

If the battery operates normally, the [Battery Status] of RAID Controller is [Normal].
The RAID Viewer shows the status in the figure below (The icon of RAID Controller is normal).

furo e =l

IoaATH Hiklike _ DATH Ui.u.unar

Icon of RAID Controller
| is [Normal].

ELIMY Systerm #1
A0 Controller #1000 o., Tt | walue
----- Bl Logical Drive #1(0) K Mumbsr 1
kg Physical Device #1(0)

--lpy Physical Device #2(1)
- by Phiysical Device #3(2)
- bsg Physical Device #40(3) . LB verdon L1020

= physical Device #5(4) K l

Ciption |

g D [Battery Status] of RAID
- Wendar .
. Model Controller is [Normal].

Exprass(TM) ROk

Eattery Status Morrmal
e Physical Device #6(5)

Figure 33 Display of RAID Viewer under normal battery operation
The raidemd shows the status as shown in the figure below.
> raidemd property —tg=rc —c=1

RAID Controller #1
1D

Patrol 1 Priority
Buzzer Setting

Controller is [Normal].
: Low

. [Battery Status] of RAID
: Enable
* Enable

Figure 34 Display of raidcmd under normal Battery operation
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Operation when battery does not operate normally

If the battery does not operate normally, the [Battery Status] of RAID Controller is [Warning].
The RAID Viewer shows the status in the figure below (The icon of RAID Controller is warning).

i Univ:
fic .@ Icon of RAID Controller

——"+"" changes to [Warning].
SR, B

RAID Controller Properties

mLELIC) Systern #1
AID Controller #1007 @,

Option |

. Ttern | alue

----- il Logical Drive #1(0) ’ - -

- lsgy Physical Device #1(0) % D [Battery status] of RAID

g Physical Device #2(1) : vendor  Controller changes to

-l Physical Device #3(2) L | model [Warning]. Express(TM) RO
- bsg Physical Device #4(3) %, |Eimueare vera e

- Physical Device #3(4) "ol Battery Status YWarning l

e Physical Device #6(5)

Figure 35 Display of RAID Viewer under abnormal battery operation

The raidecmd shows the status as shown in the figure below.

> raidemd property —tg=rc —c=1
RAID Controller #1
1D

Interface

rning

- Mraalre

 Hieh [Battery Status] of RAID
: High --¢ Controller changes to
: able

[Warning].

Llze rriorirey
Rebuild Priority

Patrol Read Priority
Buzzer Setting

: Enable

Figure 36 Display of raidcmd under abnormal Battery operation

Monitoring Enclosure Status

The Universal RAID Utility can monitor enclosure status which the RAID Controller detects by the following
means.

A WIEEE? RAID Log | Buzzer 0S Log Alert
raidemd
Depending on type
v of RAID Controller v 4

The Universal RAID Utility monitors events of the enclosure detected by the RAID Controller. The Universal
RAID Utility logs detected enclosure events to the RAID Log. In addition, the Universal RAID Utility records
important events to the Windows event log and sends alerts to the NEC ESMPRO Manager.

The RAID Viewer and raidcmd do not indicate the severity of events in this category to Tree View and the
property of RAID system.

See "Appendix B : Logs/Events" for detail about the event of enclosure.
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Monitoring Various Events of RAID System

The Universal RAID Utility can monitor other events which the RAID Controller detects by the following
means.

RAID Viewer ‘

raidemd RAID Log Buzzer OS Log Alert

Depending on type

v of RAID Controller

v v

The Universal RAID Utility monitors various events of the RAID System as well as failures of Physical Devices,
battery events and enclosure events described above. The Universal RAID Utility logs events detected in the
RAID System to the RAID Log. In addition, the Universal RAID Utility records important events to the

Windows event log and sends alerts to the NEC ESMPRO Manager.

The RAID Viewer and raidemd do not indicate the severity of events in this category to Tree View and the
property of RAID system.

See "Appendix B : Logs/Events" for detail about the various event of RAID system.

Replacing Physical Device for Prevention

If Physical Devices support S.M.A.R.T. (Self-Monitoring, Analysis and Reporting Technology) and the RAID
Controller can detects S.M.A.R.T. errors, the Universal RAID Utility can monitor the S.M.A.R.T. errors by the
following means.

RA“? ISV RAID Log ‘ Buzzer OS Log Alert
raidemd
v v Depending on type v v

of RAID Controller

The Universal RAID Utility monitors S.M.A.R.T. errors occurred in Physical Devices. Detecting a S.M.A.R.T.
error, the Universal RAID Utility logs the event to the RAID Log. In addition, the Universal RAID Utility reflects
the status of S.M.A.R.T. in a Physical Device as the status of the Physical Device (by changing the status of
the Physical Device to [Warning]). The status of the Physical Device is retained as its status until the
S.M.A.R.T. error is solved.
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Operation in no detection of S.M.A.R.T. error

If S.M.A.R.T. errors are not detected at all, the [S.M.A.R.T.] of Physical Device is [Normal].
The RAID Viewer appears as shown in the figure below (The icon of Physical Device is normal).

File

Icon of Physical Device
without detection of

= M3 comp S.M.A.R.T. error is [Normal].
E'* RAI \_|:|'J|.G||| L

Conty

gy

B RAID Cantraller #1(00

il Logical Drive #1(0)

Physical Device Properties

Firmweare Wersid
Serial Murnber

.
.
‘,.--l“
-

P ey Physical Device #1(0) Ttem | Value |
* kg Physical Device #2(1) Murnber 6
s deg Physical Device #30(2) ID 3
L kg Phiysical Device #4(3) Enclosure 1
% = Physical Device #5(4) Slat &
')-thsical Device #6(5) @, Interfaca 5a5
WendorModel

Capacity

[S.M.A.R.T.] of Physical Device is
[Normal] if SSM.A.R.T. error is
not detected.

s, ket
‘r SM.ART.

Rl

Morrnal

Figure 37 Display of RAID Viewer in no detection of S.M.A.R.T. error

The raidecmd shows the status as shown in the figure below.

> raidemd property -

—c=1 —p=1
RAID Controller #1 P

ysical Device #1
1D : 0
Enclosure :

Slot

Interface

[S.M.A.R.T.] of Physical Device is
[Normal] if S.M.A.R.T. error is
not detected.

Figure 38 Display of raidcmd in no detection of S.M.A.R.T. error
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Operation when S.M.A.R.T. error is detected

If a S.M.A.R.T. error is detected, the [S.M.A.R.T.] of Physical Device is [Detected].
The RAID Viewer appears as shown in the figure below (The icon of Physical Device is Warning)

- Universal RAR cauo
File cantral  1con of Physical Device with
F » " i . . . . .
—'El M2 Compis dstectlon of\?vM A R.T. error
E‘"}!ﬂ rap Changes to [Warning].

..... B8 RAD Contraler #10)
----- il Logical Drive #1000

--bsg Physical Device #1(0)

Item | walue
-l Phiysical Device #2(1) Mumber &
-k, Phiysical Device #3(2) D 5
-l Physical Device #4(3) Enclosure 1

% i Physical Device #5(4) Siot 6
o hvsical Device #6(3@., Interface

vendorMoge [S-M.A.R.T.] of Physical

*
K 35
. Firmware ver Device changes to [Detected]
*|seria umber if SSMLALR.T. error not
: Caparity detected.
“. Staty HEeay
A |5M.ART. Detected
Figure 39 Display of RAID Viewer in detection of S.M.A.R.T. error
The raidemd shows the status as shown in the figure below.
> raidemd property —tg=pd —c=1 -p=1
RAID Controller #1 Physical Device #1
1D 0
Enclosure
?lot . Sl [S.M.A.R.T.] of Physical
ner odel . 3 Device changes to [Detected]
Firmware Version : 9 if S.M.A.R.T. error not
al Number

detected.

: Detected

Figure 40 Display of raidemd in detection of S.M.A.R.T. error
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Changing the Settings of Universal

RAID Utility

This chapter describes how to change the settings of the Universal RAID Utility.

Changing TCP port number

If the TCP port number using Universal RAID Utility is same one of other application, you can change the
TCP port number using Universal RAID Utility.

O

[MPORTANT

A user having the administrator authority should change the TCP port number. Only users
having the administrator authority can change the TCP port number.

Using Windows as Operating System

Step1

Log on to the computer as a user having the administrator authority.

Step2 Abort the RAID Viewer, Log Viewer, and raidcmd if they are used.

Step 3  Stop raidsrv service. Click [Start] - [Control Panel]. Then double click [Management Tool] -
[Services]. Click [raidsrv] service and [Stop] of [Control] menu after displays service list.

Step4  First, modify the configuration file of
raidsrv service. The configuration file of raidsrv
service is (installed folder)\server\raidsrv.conf
(the default install folder : %system
drive%\Program Files\Universal RAID Utility
(x86), %system drive%\Program Files\Universal
RAID Utility (x64) ). Open this file by text editor,
change "data port" and "event port" in [socket]
section to new TCP port numbers.

Step5 Next, modify the configuration file of
RAID Viewer. The configuration file of RAID Viewer
is (installed folder)\ gui\raidview.conf. Open this
file by text editor, change "port" and "port_listen"
in [network] section to new TCP port numbers.
The value of "port" is same value with "data port"
of raidsrv service. The value of "port_listen" is
same with "event port" of raidsrv service.
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B raidsrv.conf - Notepad

File Edt Faormat Miew Help

BeRev: 330 ¢
# FileVersion=1.00

[global]
max clients=16

[socket]

event port=5228068

[ raidview.conf - Notepad
File Edit

[netweork ]
ip=127.0.0.1

Format Wiew Help

port=52805 |

port_listen=52206 |

socket_interval=1000
[special]

Aommert eimale e id =T




Step 6 Last, modify the configuration file of
raidcmd. The configuration file of raidecmd is ra'dmd'm"r NtEpad
(installed folder)\cli\raidcmd.conf. Open this file dle St Fojuel Ms EHelp
by text editor, change "port" in [network] section [netwark ]

to new TCP port number. The value of "port" is ip=127.0.0.1
same value with "data port" of raidsrv service. || 'EEcurt=528|:|5 )
[log_system]

Step 7  If complete to modify three configuration

files, start raidsrv service. Click [Start] - [Control Panel]. Then double click [Management Tool] -
[Services]. Click [Universal RAID Utility] service and [Start] of [Control] menu after displays service list.

Using Linux as Operating System

Step1 Log in to the computer as a user having the administrator authority.

Step 2 Abort the raidemd if it is used.

Step 3  Stop raidsrv service. e
/etc/init. d/raidsr

Stopping raidsrv s

Step 4 First, modify the configuration
file of raidsrv service. The configuration
file of raidsrv service is
/etc/opt/nec/raidsrv/raidsrv.conf.
Open this file by text editor, change
"data port" and "event port" in [socket] section to new TCP port numbers.

Step 5 Next, modify the configuration
file of raidemd. The configuration file of
raidemd is
/etc/opt/nec/raidemd/raidcmd.conf.
Open this file by text editor, change
"port” in [network] section to new TCP port number. The value of "port" is same value with "data port" of
raidsrv service.

Step 6 If complete to modify three
configuration files, start raidsrv service.
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Changing Running Mode at Start of RAID
Viewer

The RAID Viewer is started in the Standard Mode by default. The setting can be changed so that the RAID
Viewer is always started in the Advanced Mode as described below.

Step1l Click [Option] on the pull-down menu of menu item [Tool].

Step2 Check the [Always start with an option x]

Advanced Mode] check box in the [General]
tab of the [Option] dialog box.

General |

Runhing Mods
|7 Iv {always start with an Advanced Mode:

Use Diefault

| oK I Cancel | Apply

bt The setting of [Always start RAID Viewer in Advanced Mode] is enabled at the next start of

l/
9 the RAID Viewer.
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raidcmd Command Reference

This chapter describes commands of the raidemd.

CC

[Overview]
Starts or stops Consistency Check.

[Format]
raidcmd cc -c=<controller> -I=<logicaldrive> -op={start| stop}

Command Parameter Description

-c=<controller> Specify the RAID Controller to be processed.
<controller>: RAID Controller Number

-I=<logicaldrive> Specify the Logical Drive to be processed.
<logicaldrive> : Logical Drive Number

-op={start| stop} Specify whether Consistency Check is started or stopped.

start : Starts Consistency Check.
stop : Stops Consistency Check.

[Description]
Starts Consistency Check of the specified Logical Drive or stops Consistency Check executed for the
specified Logical Drive.

[Condition]
Starting Consistency Check can be provided for a Logical Drive with [Status] being [Online].
Stopping Consistency Check can be provided for a Logical Drive with [Status] being [Online] or
[Degraded].

CCS

[Overview]
Starts Consistency Check of Logical Drives in the RAID Controllers in which Patrol Read is not

supported.

[Format]
raidcmd ccs

[Description]
Starts Consistency Check of Logical Drives in the RAID Controllers in which Patrol Read is not

supported.

[Condition]
Consistency check is executed for Logical Drives with [Status] being [Online].
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delld

[Overview]
Deletes a Logical Drive.

[Format]
raidcmd delld -c=<controller> -|=<logicaldrive> [-y]

Command Parameter Description
-c=<controller> Specify the RAID Controller to be processed.
<controller> : RAID Controller Number
-I=<logicaldrive> Specify the Logical Drive to be processed.
<logicaldrive> : Logical Drive Number
[-v] Deletes the Logical Drive immediately without displaying the

message of confirming that the Logical Drive may be deleted.

[Description]
Deletes the specified Logical Drive.

Logical drive allowed to be deleted
If more than one Logical Drive exist in a single Disk Array, only the Logical Drive located at the end
of the Disk Array can be deleted. Logical drives at the top and middle of the Disk Array cannot be
deleted.
The Logical Drive containing the boot partition cannot be deleted.

Deletion of Disk Array
If deleting the specified Logical Drive causes no Logical Drives to exist in the Disk Array at all, the
Disk Array itself will also be deleted.

[Condition]
This command can be executed only in the Advanced Mode.

econfig

[Overview]
Configures a RAID System with a RAID Controller easily.

[Format]
raidcmd econfig

[Description]
Executes easy configuration which can automatically configure a RAID System with the specified
RAID Controller. For details of the easy configuration, see "Configuring Easily the RAID System".
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hotspare

[Overview]

Makes or removes a Hot Spare.

[Format]

raidcmd hotspare -c=<controller> -p=<physicaldevice> -mr={make [-a=<diskarray1>

[,<diskarrayX>]] | remove } [-y]

Command Parameter
-c=<controller>

-p=<physicaldevice>

Description
Specify the RAID Controller to be processed.
<controller> : RAID Controller Number
Specify the Physical Device to be processed.
<physicaldevice> : Physical Device Number

-mr={make Specify that a Hot Spare is made or removed.

[-a=<diskarrayl>[,<diskarrayX>]] | make: Makes a Hot Spare.

remove} Depending on whether the -a option exists or not, the type of the
Hot Spare to be made varies (Global or Dedicated). Specify Disk
Arrays to be subject to hot swap if a Dedicated Hot Spare is
made.
If the -a option does not exist for making a Hot Spare, a Global
Hot Spare will be made with the specified Physical Device.
If the -a option exists and Disk Arrays are specified correctly for
making a Hot Spare, a Dedicated Hot Spare will be made with
the specified Physical Device.
<diskarrayl>, <diskarrayX>: Disk Array Numbers
remove: Removes a Hot Spare.

[-v] Changes the status without displaying the message of
confirming that the Hot Spare is made or removed.

[Description]

Makes a Global or Dedicated Hot Spare with the specified Physical Device or removes the Hot Spare

of the specified Physical Device.

[Condition]

The capacity of the Physical Device to be a Dedicated Hot Spare should be equal to or larger than
that of any Physical Device used in the Disk Array.
Dedicated Hot Spares cannot be made in a Disk Array containing one or more Logical Drives with

RAID Level being RAID O.
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init

[Overview]
Starts or stops Initialization.

[Format]
raidemd init -c=<controller> -I=<logicaldrive> -op={start| stop} [-im={full | quick}]

Command Parameter Description

-c=<controller> Specify the RAID Controller to be processed.
<controller> : RAID Controller Number

-I=<logicaldrive> Specify the Logical Drive to be processed.
<logicaldrive> : Logical Drive Number

-op={start|stop} Specify that Initialize is started or stopped.

start: Starts Initialize.
stop: Stops Initialize.
[-im={full|quick}] Specify the Initialize Mode.
full: Full Initialize
quick: Quick Initialize
The full mode is selected if -im is omitted.
-im is valid only when -op=start is specified.

[Description]
Starts Initialize of the specified Logical Drive or stops Initialize being executed for the specified
Logical Drive.

[Condition]
Starting Initialize can be provided for a Logical Drive with its [Status] being [Online].
Stopping Initialize can be provided for a Logical Drive with its [Status] being [Online] or [Degraded].

124



mkldc

[Overview]
Creates a Logical Drive with advanced parameter settings.

[Format]
Making a Logical Drive having RAID Level of RAID O, RAID 1, RAID 5 or RAID 6:
raidcmd mkldc -c=<controller> {-p=<physicaldevice1>, <physicaldevice2>
[.<physicaldeviceX>, ... ,<physicaldeviceZ>] | -a=<diskarray>}—rl={0 | 1 | 5 | 6} [-cp=<capacity>]
[ss={1]2]4]18]16]32]64]128] 256 | 512 | 1024}] [-cm={auto | writeback | writethru}]
[-im={full | quick}] [-y]

Command Parameter Description

-c=<controller> Specify the RAID Controller connecting with Physical Devices
used for the Logical Drive.
<controller>: RAID Controller Number

{-p=<physicaldevicel>, Specify Physical Devices used to create the Logical Drive or a
<physicaldevice2> Disk Array.

[,<physicaldeviceX>, ... ,<physicaldeviceZ Use -p option to specify Physical Devices.

>] | -a=<diskarray> } <physicaldevicel,2,X,Z> : Physical Device Numbers.

Delimit Physical Devices with ",".
Specify -a option to specify a Disk Array.
<diskarray> : Disk Array Number
1={0]1]5]6} Specify the RAID Level of the Logical Drive to be created as
follows:
0:RAIDO
1:RAID1
5:RAID5
6:RAID 6
[-cp=<capacity>] Specify the capacity of the Logical Drive to be created.
<capacity>: capacity in GB
Creates the Logical Drive of the maximum capacity available if

-Cp is omitted.
[ss={1]2]4]8]16]|32]64] 128 | Specify the Stripe Size of the Logical Drive to be created.
256 | 512 | 1024}] 1KB, 2KB, 4KB, 8KB, 16KB, 32KB, 64KB, 128KB, 256KB,

512KB, 1024KB
The default value for the RAID Controller is used if -ss is omitted.
[-cm={auto | writeback | writethru}] Specify the Cache Mode of the Logical Drive to be created.
auto : Auto Switch
writeback : Write Back
writethru : Write Through
The default value for the RAID Controller is used if -cm is
omitted.
[-im={full | quick}] Specify the Initialize Mode of the Logical Drive to be created.
full : Full mode
quick : Quick mode
The full mode is used if -im is omitted.
[-y] Creates the Logical Drive immediately without displaying the
message of confirming that the Logical Drive may be created.
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Making a Logical Drive having RAID Level of RAID 10:

raidcmd mkldc -c=<controller> -p=<physicaldevicel>,

<physicaldevice2> ,<physicaldevice3>,<physicaldevice 4> —rl=10[-ss={1 | 2| 4| 8| 16 | 32 | 64
| 128 | 256 | 512 | 1024}] [-cm={auto | writeback | writethru}] [-im={full | quick}] [-y]

Command Parameter Description

-c=<controller> Specify the RAID Controller connecting with Physical Devices
used for the Logical Drive.
<controller> : RAID Controller Number

-p=<physicaldevicel>, <physicaldevice2> Specify Physical Devices used to create the Logical Drive.

<physicaldevice3>,<physicaldevice4> <physicaldevicel,2,3,4> : Physical Device Numbers
Delimit the physical drives with ",".

-rI=10 Specify the RAID Level of the Logical Drive to be created.
10 : RAID 10

[ss={1]12]4]18]16]32]64]128| Same as the value specified when the RAID Level is RAID O,

256 | 512 | 1024}] RAID 1, RAID 5 or RAID 6.

[-cm={auto | writeback | writethru}] Same as the value specified when the RAID Level is RAID O,
RAID 1, RAID 5 or RAID 6.

[-im={full | quick}] Same as the value specified when the RAID Level is RAID O,
RAID 1, RAID 5 or RAID 6.

[-v] Same as the value specified when the RAID Level is RAID O,

RAID 1, RAID 5 or RAID 6.

Making a Logical Drive having RAID Level of RAID 50:

raidcmd mkldc -c=<controller>
-p=<physicaldevicel>,<physicaldevice2>,<physicaldevice3>,<physicaldevice4>,<physicaldevice5>,
<physicaldevice6>[,...,<physicaldeviceX>] —rI=50 [-ss={1 | 2| 4 | 8 | 16 | 32 | 64 | 128 | 256 |
512 | 1024}] [-cm={auto | writeback | writethru}] [-im={full | quick}] [-y]

Command Parameter Description
-c=<controller> Specify the RAID Controller connecting with Physical Devices

used for the Logical Drive.
<controller> : RAID Controller Number
-p=<physicaldevicel><physicaldevice2>, Specify Physical Devices used to create the Logical Drive. The

<physicaldevice3>,<physicaldevice4>, number of Physical Devices must be six or larger and also even.

<physicaldevice5>,<physicaldevice6> <physicaldevicel,2,3,4,5,6,X> : Physical Device Numbers.

[,<physicaldeviceX>] Delimit the physical drives with ",".

-rI=50 Specify the RAID Level of the Logical Drive to be created.
50 : RAID 50

[ss={1]12]4]8]16]|32]|64]128| Same as the value specified when the RAID Level is RAID O,

256 | 512 | 1024}] RAID 1, RAID 5 or RAID 6.

[-cm={auto | writeback | writethru}] Same as the value specified when the RAID Level is RAID 0O,
RAID 1, RAID 5 or RAID 6.

[-im={full | quick}] Same as the value specified when the RAID Level is RAID O,
RAID 1, RAID 5 or RAID 6.

[-v] Same as the value specified when the RAID Level is RAID 0O,

RAID 1, RAID 5 or RAID 6.

[Description]
Creates a Logical Drive with advanced parameter settings.
The raidcmd create a Logical Drive and terminates after Initialize is started. You can check the
progress and result of the Initialize by using "oplist" and "property" commands.

RAID Levels allowed to be created
RAID O, RAID 1, RAID 5, RAID 6. RAID 10, RAID 50
Available Physical Devices
Physical Devices with [Status] of [Ready]
Physical Devices not used at all
Available Disk Array
Disk Array not used at all or having empty area at the end. The RAID Level of the Logical Drive to
be created must be the same as that of the Logical Drive existing on the same Disk Array.
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Configuration of Disk Array and Logical Drive to be created
Creates a single Disk Array and a single Logical Drive with the specified Physical Devices if the
Disk Array is created newly.

Capacity of Logical Drive with RAID Level of RAID 10 or RAID 50
For the RAID Level of RAID 10 or RAID 50, use the entire areas of Physical Devices to create a
Logical Drive. You cannot specify the capacities of the Physical Devices.

[Condition]
This command can be executed only in the Advanced Mode.

mklds

[Overview]
Creates a Logical Drive with simple parameter settings.

[Format]
raidemd mklds -c=<controller> -p=<physicaldevicel>, <physicaldevice2>
[.<physicaldeviceX>, ... ,<physicaldeviceZ>] —rI={1 | 5} [-y]

Command Parameter Description

-c=<controller> Specify the RAID Controller connecting with Physical Devices
used for the Logical Drive.
<controller> : RAID Controller Number
-p=<physicaldevicel>, <physicaldevice2> Specify Physical Devices used to create the Logical Drive.
[,<physicaldeviceX>, ... ,<physicaldeviceZ <physicaldevicel,2,X,Z> : Physical Device Number

>] Delimit the physical drives with ",".

-rI={1 | 5} Specify the RAID Level of the Logical Drive to be created.
1:RAID1
5:RAID5

[-v] Creates the Logical Drive immediately without displaying the

message of confirming that the Logical Drive may be created.

[Description]
Creates a Logical Drive simply by specifying only two parameters, or Physical Devices used for the
Logical Drive and RAID Level.
The raidecmd creates a Logical Drive and terminates after Initialize is started. You can check the
progress and result of the Initialize by using "oplist" and "property" commands.

RAID Levels allowed to be created

RAID 1. RAID5
Available Physical Devices
Physical Devices with [Status] of [Ready]
Physical Devices not used at all
Configuration of Disk Array and Logical Drive to be created
Creates a single Disk Array and a single Logical Drive with the specified Physical Devices.
Other parameters
Creates a Logical Drive with parameters set as follows:
Capacity : Creates a Logical Drive by using the entire areas of Physical Devices. The actual
capacity varies depending on the RAID Level.
Stripe Size : 64KB
Cache Mode : Default mode of RAID Controller
Initialization Mode : Full
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oplist

[Overview]
Displays the list of operations performed in a RAID Controller and their progresses.

[Format]
raidecmd oplist

[Description]
Displays the list of operations performed in a RAID Controller and their progresses.

Displayed operations
Initialization, Rebuild and Consistency Check
Display of terminated operation
oplist indicates operations being executed but does not indicate terminated operations.

optctrl

[Overview]
Allows you to set optional parameters of a RAID Controller.

[Format]
raidcmd optctrl -c=<controller> {-ip={high | middle | low} | -rp={high | middle | low} | -ccp={high |
middle | low} | -pr={enable | disable} | -prp={high | middle | low} | -be={enable | disable}}

Command Parameter Description

-c=<controller> Specify the RAID Controller to be processed.
<controller>: RAID Controller Number
-ip={high | middle | low} Specify the Initialize Priority.

high: High priority
middle: Middle priority
low: Low priority
-rp=thigh | middle | low} Specify the Rebuild Priority.
high: High priority
middle: Middle priority
low: Low priority
-ccp={high | middle | low} Specify the Consistency Check Priority.
high: High priority
middle: Middle priority
low: Low priority
-pr={enable | disable} Specify whether Patrol Read is executed or not.
enable: Executed
disable: Not executed
-prp={high | middle | low} Specify the Patrol Read Priority.
high: High priority
middle: Middle priority
low: Low priority
-be={enable | disable} Specify whether the Buzzer is enabled or disabled.
enable: Enabled
disable: Disabled
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[Description]
Allows you to set optional parameters of the specified RAID Controller (including Initialize Priority,
Rebuild Priority, Consistency Check Priority, Patrol Read execution and Priority, and Buzzer
enable/disable).

Only a single parameter can be set at a time. Concurrent set of more than one parameter is disabled.

[Condition]
This command can be executed only in the Advanced Mode.

optld

[Overview]
Allows you to set optional parameters of a Logical Drive.

[Format]
raidcmd optld -c=<controller> -I=<logicaldrive> -cm={auto | writeback | writethru}

Command Parameter Description

-c=<controller> Specify the RAID Controller to be processed.
<controller> : RAID Controller Number
-I=<logicaldrive> Specify the Logical Drive to be processed.
<logicaldrive> : Logical Drive Number
-cm={auto | writeback | writethru} Specify the Cache Mode

auto : Auto Switch
writeback : Write Back
writethru : Write Through

[Description]
Allows you to set optional parameters (Cache Mode) of the specified Logical Drive.

[Condition]
This command can be executed only in the Advanced Mode.
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property

[Overview]

Displays the properties of RAID Controllers, Disk Arrays, Logical Drives and/or Physical Devices.

[Format]

raidcmd property —tg={ all | rc [-c=<controller>] | da -c=<controller> [-a=<diskarray>] | Id
-c=<controller> [-I=<logicaldrive>] | pd -c=<controller> [-p=<physicaldevice>] }

Command Parameter
-tg=all
-tg=rc [-c=<controller>]

-tg=da -c=<controller> [-a=<diskarray>]

-tg=Id -c=<controller> [-I=<logicaldrive>]

-tg=pd -c=<controller>
[-p=<physicaldevice>]

Description
Indicates the properties of all RAID Systems.
Indicates the property of the specified RAID Controller.
Specify a RAID Controller Number with -c to indicate the property
of the specific RAID Controller.
Omit -c to indicate the properties of all RAID Controllers.
<controller>: RAID Controller Number
Indicates the property of the Disk Array.
Specify a RAID Controller Number with -c.
Specify a Disk Array Number with -a to indicate the property of
the specific Disk Array.
Omit -a to indicate the properties of all Disk Arrays for the RAID
Controller specified with -c.
<controller> : RAID Controller Number
<diskarray>: Disk Array Number
Indicates the property of the Disk Array.
Specify a RAID Controller Number with -c.
Specify a Logical Drive Number with -a to indicate the property
of the specific Logical Drive.
Omit -a to indicate the properties of all Logical Drives for the
RAID Controller specified with -c.
<controller> : RAID Controller Number
<logicaldrive>: Logical drive number
Indicates the property of the Disk Array.
Specify a RAID Controller Number with -c.
Specify a Physical Device Number with -a to indicate the
property of the specific Physical Device.
Omit -a to indicate the properties of all Physical Devices for the
RAID Controller specified with -c.
<controller> : RAID Controller Number
<physicaldevice>: Physical device number

[Description]

Displays the properties of RAID Controllers, Disk Arrays, Logical Drives and/or Physical Devices. The
properties of all managed RAID Systems connected to the computer or those of specific RAID
Controllers, Disk Arrays, Logical Drives and Physical Devices can be displayed.
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rebuild

[Overview]
Starts or stops Rebuild.

[Format]
raidcmd rebuild -c=<controller> -p=<physicaldevice> -op={start| stop}

Command Parameter Description

-c=<controller> Specify the RAID Controller to be processed.
<controller> : RAID Controller Number

-p=<physicaldevice> Specify the Physical Device to be processed.
<physicaldevice> : Physical Device Number

-op={start| stop} Specify that Rebuild is started or stopped.

start: Starts Rebuild.
stop: Stops Rebuild.

[Description]
Starts Rebuild of the specified Physical Device or stops Rebuild being executed for the specified
Logical Drive.

[Condition]
This command can be executed only in the Advanced Mode.
Starting Rebuild can be executed for a Physical Device with [Status] being [Failed] used by a Logical
Drive with [Status] being [Degraded].

runmode

[Overview]
Changes the running mode of the raidemd.

[Format]
raidcmd runmode [-md={a|s}]

Command Parameter Description

[-md={a]s}] Specify the altered running mode. If -md option is not specified,
shows the current running mode.
a: Advanced mode
s: Standard mode

[Description]
Changes the running mode of the raidemd or indicates the current running mode.

Valid period of mode after change
The running mode is valid unless it is changed by the runmode command. The running mode
remains unchanged if the computer is rebooted.

[Condition]
Changing the running mode to the Standard Mode in the Standard Mode causes an error to occur.
Changing the running mode to the Advanced Mode in the Advanced Mode causes an error to occur.
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sbuzzer

[Overview]
Stops the Buzzer on a RAID Controller.
[Format]
raidcmd sbuzzer -c=<controller>
Command Parameter Description
-c=<controller> Specify the RAID Controller to be processed.
<controller>: RAID Controller Number
[Description]

Stops the Buzzer sounding in the specified RAID Controller.
The command terminates normally if it is executed without Buzzer sounding.

slotlamp
[Overview]
Turns on or off the DISK lamp of the computer or enclosure in which Physical Devices are installed.
[Format]
raidcmd slotlamp -c=<controller> -p=<physicaldevice> -sw={on ] off}
Command Parameter Description
-c=<controller> Specify the RAID Controller to be processed.
<controller> : RAID Controller Number
-p=<physicaldevice> Specify the Physical Device to be processed.
<physicaldevice> : Physical Device Number
-sw={on| off} Specify that the lamp is turned on or off.
on: Turns on the lamp.
off: Turns off the lamp.
[Description]
Turns on or off the DISK lamp on the computer or enclosure in which the specified Physical Device is
installed.

Executing the raidcmd with -sw=on while the DISK lamp is already ON causes the command to
terminate normally.

Executing the raidcmd with -sw=off while the DISK lamp is already OFF causes the command to
terminate normally.
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stspd

[Overview]
Changes the status of a Physical Device to online or failed forcibly.

[Format]
raidcmd stspd -c=<controller> -p=<physicaldevice> -st={online| offline} [-y]

Command Parameter Description

-c=<controller> Specify the RAID Controller to be processed.
<controller> : RAID Controller Number
-p=<physicaldevice> Specify the Physical Device to be processed.
<physicaldevice> : Physical Device Number
-st={online] offline} Specify the altered status.

online: Online status
offline: Failed status

[-v] Changes the status without the message of confirming that the
status may be changed.

[Description]
Changes the [Status] of the specified Physical Device to [Online] or [Failed].

[Condition]
This command can be executed only in the Advanced Mode.
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Notes on Use

This chapter describes the notes on use of the Universal RAID Utility.

Operation Environment

Use of IPVv6

The Universal RAID Utility cannot operate in the IPv6 (Internet Protocol version 6) environment. Use the
Universal RAID Utility in the IPv4 environment. To manage a RAID System in the IPv6 environment, use
the BIOS utility of the RAID Controller.

Use of Universal RAID Utility from Remote System

The Universal RAID Utility can see or manipulate the information on a RAID System only in the computer
where the RAID System is installed. To use the Universal RAID Utility from a remote system, use the
Windows remote desktop function or a commercial application having the remote console function.

RAID Viewer, Log Viewer

Verification authenticode signature when startup the
RAID Viewer and Log Viewer

RAID Viewer and Log Viewer have the Authenticode signature. When you start the Microsoft .NET
Framework Version 2.0 managed application that has a authenticode signature, .NET Framework
Version 2.0 verify the validation of authenticode signature. Therefore if you use the computer not
connected network and the computer connected bad quality network, may wait a few minutes until
startup the RAID Viewer and Log Viewer.

Information
http://support.microsoft.com/kb/936707/en
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Appendix A : Glossary

The terms used on the Universal RAID Utility are listed in the tables below.

Basic Terms on RAID System

RAID System The RAID System has the ability of using hard disk drives in a computer as
Disk Arrays.
The RAID System handles a single RAID Controller as a single system.

RAID Controller The RAID Controller can use hard disk drives as Disk Arrays.

Physical Device Physical Devices are used by a RAID System. For most RAID Systems,

Physical Devices mean hard disk drives. Physical Devices can be other than
hard disk drives if the RAID Controller can connect with devices other than

hard disk drives.

Disk Array The virtual hard disk space is created by some Physical Devices. So, you
cannot see Disk Array on operating system. You can create Logical Drive on
Disk Array.

Logical Drive The virtual hard disk drive is created on a Disk Array to be recognized by
0S. A specific RAID Level should be set for each Logical Drive.

Hot Spare Hard disk drives of the type are prepared previously to be replaced with a
Physical Device in which a failure occurs.

Global Hot Spare Available as a Hot Spare of any Disk Array in a single RAID Controller.

Dedicated Hot Spare Available as a Hot Spare of a specific Disk Array in a single RAID Controller.

Battery The battery is intended to hold the information on the cache memory in a
RAID Controller if the power supplied to the RAID Controller is interrupted.

Cache Memory The cache is intended to improve the I/0 performance of a RAID Controller.

Enclosure Means a module equipped with slots to which Physical Devices are
inserted.

Fan Unit Means a cooling fan unit installed in an enclosure.

Power Supply Unit Means a power unit supplying power to an enclosure.

Power Sensor Means a sensor monitoring the power supply unit in an enclosure.

Temperature Sensor Means a sensor monitoring the temperature of an enclosure.

Enclosure Management Module Means a module managing an enclosure.
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Basic Terms on Functions of RAID System

Term Description

Operation Generic term of maintenance functions requiring certain periods for
executions such as Rebuild and Consistency Check

Configuration Means the configuration of a RAID System.

Initialize Writes Os into the entire area of a Logical Drive to erase the data in the
Logical Drive.

Rebuild Writes the data in a failed hard disk drive into a new hard disk drive
replaced to Rebuild the Logical Drive.

Consistency Check Reads all sectors on hard disk drives configuring a Logical Drive to verify
the data or provide parity check.

Patrol Read Reads all sectors on hard disk drives in a RAID System to check whether
€rrors occur or not.

Cache Mode Indicates the mode in which data is written into the cache memory in a
RAID Controller.

Make Online Means that a Physical Device is entered into the Online status manually.

Make Offline Means that a Physical Device is entered into the Failed status manually.

Buzzer Indicates a Buzzer installed in a RAID Controller. The Buzzer notifies you of

occurrence of a failure with sound.

Basic Terms on Universal RAID Utility

Term Description

Standard Mode Default running mode of Universal RAID Utility.
In the mode, you can use the standard functions for managing the RAID
System.

Advanced Mode Maintenance/high-performance mode of Universal RAID Utility.

To use this mode, expert knowledge on RAID is required. You can mainly
use the functions required for maintenance jobs, functions of setting data
about a RAID System closely to configure the system and functions of
changing parameters.

Easy Configuration The function is provided by the Universal RAID Utility to configure a RAID
System easily.

Allows an optimum RAID System to be configured only by deciding the
number of Physical Devices used by a Logical Drive and the number of
Logical Drives for each RAID Controller.

RAID Log Means the log for the Universal RAID Utility.

0S Log Means the log provided by OS.

Alert Means the operation of sending events such as failures occurred in a RAID
System to external systems.

rescan Means the operation of acquiring all the information on managed RAID
Systems to update the information managed by the Universal RAID Utility to
the latest.
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Appendix B : Logs/Events

The list of log and event , alert messages that Universal RAID Utility logs to RAID Log and OS Log.

Event Source, Alert Type

Source Name of Event Log (only Windows) : raidsrv
Alert Type : URAIDUTL

[Log]
R : Universal RAID Utility logs this event to RAID Log.

O : Universal RAID Utility logs this event to OS log.

[Alert]
M and MA : Universal RAID Utility send this event to NEC ESMPRO Manager as alert.

(M) and (MA) : In case there is NEC ESMPRO Agent ESMDiskArray Ver 1.50 or later version on the computer, does not send this event to NEC ESMPRO Manager as alert.

[ Address ] description in [Description]
The [ Address ] description is different from the version of Universal RAID Utility.

Category of Event Type Ver 1.20 or earlier version Ver1.30 or later version
RAID Controller 1 [CTRL:%1] [CTRL:%1(ID=%2)]
Battery %21 : Number of RAID Controller %21 : Number of RAID Controller
%2 : 1D of RAID Controller
Physical Device 2 [CTRL:%21 PD:%2(ID=%3) %4%5%6] [CTRL:%1(ID=%2) PD:%3(ID=%4 ENC=%5 SLT=%6) %7%8%9]
%21 : Number of RAID Controller %1 : Number of RAID Controller
%2 : Number of Physical Device %2 : ID of RAID Controller
%3 : ID of Physical Device %3 : Number of Physical Device
%4 : Vendor of Physical Device %4 : ID of Physical Device
%5 : Model of Physical Device %5 : Enclosure Number of Physical Device
%6 : Firmware Version of Physical Device %6 : Slot Number of Physical Device

%7 : Vendor of Physical Device
%8 : Model of Physical Device
%9 : Firmware Version of Physical Device
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Category of Event
Logical Drive

Enclosure

Power Supply Unit in
Enclosure

Fan Unit in Enclosure

Type
3

Ver 1.20 or earlier version
[CTRL:%1 LD:%2]

%31 : Number of RAID Controller
%2 : Number of Logical Drive

[CTRL:%1 ENC:%2]

%1 : Number of RAID Controller
%2 : Number of Enclosure

[CTRL:%1 ENC:%2 POW:%3]

%21 : Number of RAID Controller
%2 : Number of Enclosure
%3 : Number of Power Supply Unit

[CTRL:%1 ENC:%2 FAN:%3]

%1 : Number of RAID Controller
%2 : Number of Enclosure
%3 : Number of Fan Unit
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Verl.30 or later version
[CTRL:%1(ID=%2) LD:%3(ID=%4)]

%1 : Number of RAID Controller
%2 : 1D of RAID Controller

%3 : Number of Logical Drive
%4 : 1D of Logical Drive

[CTRL:%1(ID=%2) ENC:%3]

%1 : Number of RAID Controller
%2 : ID of RAID Controller
%3 : Number of Enclosure

[CTRL:%1(ID=%2) ENC:%3 POW:%4]

%1 : Number of RAID Controller
%2 : 1D of RAID Controller

%3 : Number of Enclosure

%4 : Number of Power Supply Unit

[CTRL:%1(1D=%2) ENC:%3 FAN:%4]

%21 : Number of RAID Controller
%2 : ID of RAID Controller

%3 : Number of Enclosure

%4 : Number of Fan Unit



Event 1D

(hex digit)

0201
(400000C9)
0202
(400000CA)
0203
(400000CB)
0204
(400000CC)

0205
(400000CD)
0206
(400000CE)
0207
(400000CF)
0208
(400000D0)
0209
(400000D1)
0210
(400000D2)
0211
(800000D3)

0212
(C00000D4)
0301
(4000012D)
0302
(4000012E)
0303
(4000012F)
0304
(C0000130)
0305
(80000131)
0306
(4000132)
0307
(40000133)
0308
(C0000134)
0309
(40000135)

Severi
ty
Informat
ion
Informat
ion
Informat
ion
Informat
ion

Informat
ion
Informat
ion
Informat
ion
Informat
ion
Informat
ion
Informat
ion
Warning

Fatal

Informat
ion
Informat
ion
Informat
ion
Fatal

Warning

Informat
ion
Informat
ion
Fatal

Informat
ion

Description

[Address Type 1] The buzzer of RAID
Controller is enable.

[Address Type 1] The buzzer of RAID
Controller is disable.

[Address Type 1] The Rebuild Priority of RAID
Controller was changed. (Value : %2)

[Address Type 1 ] The Consistency Check
Priority of RAID Controller was changed.

(Value: %2)

[Address Type 1] The Initialize Priority of RAID
Controller was changed. (Value : %2)

[Address Type 1 ] Auto Patrol Read function is
enable.

[Address Type 1 ] Auto Patrol Read function is
disable.

[Address Type 1] A Patrol Read Priority of RAID
Controller was changed. (Value : %2)

[Address Type 1 ] Patrol Read was started.

[Address Type 1 ] Patrol Read completed.

[Address Type 1] A Warning Error happened to
RAID Controller. Detail : %2

[Address Type 1] A Fatal Error happened to
RAID Controller. Detail : %2

[Address Type 2 ] Physical Device is Online.
[Address Type 2 ] Physical Device is Ready.
[Address Type 2 ] Physical Device is Hot Spare.
[Address Type 2 ] Physical Device is Failed.
[Address Type 2 ] Detected S.M.A.R.T. Error.
[Address Type 2 ] Rebuild was started.
[Address Type 2 ] Rebuild completed.

[Address Type 2 ] Rebuild failed.

[Address Type 2 ] Rebuild was stopped.

RO

RO

RO

RO

RO

RO

RO

RO

RO

RO

RO

Alert

MA

(M)

(M)
(MA)
(MA)

MA

MA

MA

MA

Summary

RAID Controller
Warning

RAID Controller Fatal
Physical Device
Online

Physical Device
Ready

Physical Device Hot
Spare

Physical Device Failed
S.M.A.R.T. Error
Rebuild Started
Rebuild Completed
Rebuild Failed

Rebuild Stopped

Deal Method

Please check the RAID Controller. If some kind
of problem happens to the RAID Controller
repeatedly, please replace it.

Please replace the RAID Controller.

None

None

None

Please replace the Physical Device

Please replace the Physical Device.

None

None

Please replace the Physical Device.

None

%2 : Changed value
*1

%2 : Changed value
*1

%2 : Changed value *1

%2 : Changed value *1

%2 : Detail
information

%2 : Detail
information
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Event ID
(hex digit)
0311
(40000137)
0312
(40000138)
0313
(40000139)
0314
(4000013A)
0315
(4000013B)
0316
(4000013C)
0317
(8000013D)

0318
(CO00013E)
0319
(4000013F)

0320
(C0000140)

0401
(40000191)
0402
(80000192)

0403
(C0000193)

0404
(40000194)
0405
(40000195)
0406
(C0000196)

0407
(400000197)
0409
(40000199)
0410
(4000019A)

Severi
ty
Informat
ion
Informat
ion
Informat
ion
Informat
ion
Informat
ion
Informat
ion
Warning

Fatal

Informat
ion

Fatal

Informat
ion
Warning

Fatal

Informat
ion
Informat
ion
Fatal

Informat
ion
Informat
ion
Informat
ion

Description

[Address Type 2 ] Physical Device was
inserted.

[Address Type 2 ] Physical Device was
removed.

[Address Type 2 ] Global Hot Spare created.

[Address Type 2 ] Dedicated Hot Spare
created.

[Address Type 2 ] Global Hot Spare removed.
[Address Type 2 ] Dedicated Hot Spare
removed.

[Address Type 2 ] A Warning Error happened to
Physical Device. Detail : %6

[Address Type 2 ] A Fatal Error happened to
Physical Device. Detail : %6

[Address Type 2 ] A Correctable Medium Error
happened to Physical Device.

[Address Type 2 ] An Uncorrectable Medium
Error happened to Physical Device.

[Address Type 3 ] Logical Drive is Online.

[Address Type 3 ] Logical Drive is Degraded.

[Address Type 3 ] Logical Drive is Offline.

[Address Type 3 ] Initialization was started.
[Address Type 3 ] Initialization completed.

[Address Type 3] Initialization failed.

[Address Type 3] Initialization was stopped.

[Address Type 3 ] Consistency Check was
started.

[Address Type 3 ] Consistency Check
completed.

RO

RO

RO

RO

RO

RO

RO

RO

Summary

M Physical Device
Inserted

M Physical Device
Removed

M Physical Device
Warning

MA Physical Device Fatal

MA Physical Device
Medium
Error(Correctable)

MA Physical Device
Medium
Error(Uncorrectable)

(M) Logical Drive Online

(MA) Logical Drive
Degraded

(MA) Logical Drive Offline

MA Initialization Failed

Deal Method

None

None

Please check the Physical Device. If some kind
of problem happens to the Physical Device
repeatedly, please replace it.

Please replace the Physical Device.

None

Please replace the Physical Device.

None

If there is Hot Spare, RAID System will rebuild
automatically. If there is not it, please replace
the Physical Device and rebuild it.

Please replace the Physical Device and
recreate the Logical Drive. Next restore the
backup data to the Logical Drive.

Please retry Initialization. If Initialization failed
repeatedly, the RAID System may have some
kind of problem. Please deal with the problem
of the RAID System.

%3 : Detail
information

%3 : Detail
information
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Event 1D

Severi

Description

Summary

Deal Method

(hex digit)
0411
(CO00019B)

0412
(4000019C)
0413
(C000019D)

0415
(4000019F)
0416
(400001A0)
0417
(400001A1)
0418
(400001A2)
0419
(400001A3)
0420
(800001A4)

0421
(400001A5)
0422
(CO0001A6)

0423
(400001A7)

0424
(800001A8)

ty
Fatal

Informat
ion
Fatal

Informat
ion
Informat
ion
Informat
ion
Informat
ion
Informat
ion
Warning

Informat
ion
Fatal

Informat
ion

Warning

[Address Type 3 ] Consistency Check failed.

[Address Type 3 ] Consistency Check was
stopped.

[Address Type 3] Data Inconsistency Error
happened to Logical Drive by Consistency
Check and corrected it.

[Address Type 3] Logical Drive was created.
[Address Type 3 ] Logical Drive was deleted.

[Address Type 3 ] The Cache Mode of Logical
Drive was changed. (Value : %3)

[Address Type 3 ] Background Initialization
was started.

[Address Type 3 ] Background Initialization
completed.

[Address Type 3 ] Background Initialization
failed.

[Address Type 3 ] Background Initialization
was stopped.

[Address Type 3 ] An Uncorrectable Error
happened to Logical Drive.

[Address Type 3] A Corrected Error happened
to Logical Drive.

[Address Type 3] A Warning Error happened to
Logical Drive. Detail : %3

RO

RO

RO

RO

RO

RO

MA

MA

MA

MA

MA

Consistency Check
Failed

Data Inconsistency
Error Corrected

Cache Mode Changed

Background
Initialization Failed

Logical Drive
Uncorrectable Error

Logical Drive
Corrected Error

Logical Drive Warning

Please retry Consistency Check. If Consistency
Check failed repeatedly, the RAID System may
have some kind of problem. Please deal with
the problem of the RAID System.

Please replace the Physical Device for the
prevention of failure(You need to ask it which
Physical Device do you replace). Next restore
the backup data to the Logical Drive after
replacement of Physical Device.

[Hint]

Please execute Consistency Check again when
the load of system is low. If the same error
does not occur on the second test, the
Physical Device does not have any problem. If
the same error occurs, please replace the
Physical Device.

None %3 : Changed value
*1

The RAID System may have some kind of
problem. Please deal with the problem of the
RAID System.

Please replace the Physical Device (You need
to ask it which Physical Device do you replace).
After replacement of Physical Device, recreate
the Logical Drive and restore the backup data
to it.

Please replace the Physical Device for the
prevention of failure(You need to ask it which
Physical Device do you replace). Next restore
the backup data to the Logical Drive after
replacement of Physical Device.

The RAID Controller and/or the Physical Device
may have some kind of problem. You need to
ask it which component has broken.

%3 : Detail
Information
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Event 1D

(hex digit)
0425
(CO0001A9)

0501
(400001F5)
0502
(800001F6)

0503
(400001F7)
0504
(400001F8)
0505
(800001F9)

0506
(800001FA)

0507
(800001FB)
0508
(800001FC)
0601
(80000259)

0602
(CO00025A)

0603
(8000025B)

0604
(C000025C)

0605
(8000025D)
0606
(BOOO025E)

0701
(400002BD)

Severi

ty
Fatal

Informat
ion
Warning

Informat
ion
Informat
ion
Warning

Warning

Warning
Warning

Warning
Fatal
Warning
Fatal

Warning

Warning

Informat
ion

Description

[Address Type 3] A Fatal Error happened to
Logical Drive. Detail : %3

[Address Type 1 ] Battery was detected.

[Address Type 1 ] Battery was disconnected.

[Address Type 1] Battery was replaced.

[Address Type 1] The temperature of battery is
normal.

[Address Type 1] The temperature of battery is
high.

[Address Type 1] The voltage of battery is low.

[Address Type 1] A Fatal Error happened to
battery .

[Address Type 1 ] The Battery state is
unstable.

[Address Type 4 ] A Warning Error happened to
Enclosure.

[Address Type 4 ] A Fatal Error happened to
Enclosure.

[Address Type 4 ] The temperature of
Enclosure is Warning level.

[Address Type 4 ] The temperature of
Enclosure is Fatal level.

[Address Type 5 ] An error happened to the
Power Supply Unit of Enclosure.
[Address Type 6 ] An error happened to the

Fan Unit of Enclosure.

[Address Type 1] The Configuration was
cleared.

RO

RO

RO

RO

RO

RO

RO

RO

RO

RO

RO

RO

RO

MA

MA

MA

MA

MA

MA

MA

Summary

Logical Drive Fatal

Battery Disconnect

Battery Temperature
High

Battery Voltage Low

Battery Fatal

Enclosure Warning
Enclosure Fatal
Enclosure

Temperature Warning

Enclosure
Temperature Fatal

Enclosure Power
Supply Unit Error
Enclosure Fan Unit

Error

Configuration Cleared

Deal Method

%3 : Detail
information

The RAID Controller and/or the Physical Device
may have some kind of problem. You need to
ask it which component has broken.

Please check the Battery. If some kind of
problem happen to the Battery repeatedly,
please replace it.

Please check the Battery. If some kind of
problem happens to the Battery repeatedly,
please replace it.

Please check the Battery. If some kind of
problem happens to the Battery repeatedly,
please replace it.

Please replace the Battery.

Please check the Enclosure. If some kind of
problem happens to the Enclosure repeatedly,
please deal with the problem of the Enclosure.
Please check the Enclosure. If some kind of
problem happens to the Enclosure repeatedly,
please deal with the problem of the Enclosure.
Please check the Fan Unit of the Enclosure. If
some kind of problem happens to the Fan Unit,
please deal with the problem.

Please check the Fan Unit of the Enclosure. If
some kind of problem happens to the Fan Unit,
please deal with the problem.

Please check the Power Supply Unit of the
Enclosure. If some kind of problem happens to
the Power Supply Unit, please deal with the
problem.

Please check the Fan Unit of the Enclosure. If
some kind of problem happens to the Fan Unit,
please deal with the problem.

None
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Event ID Severi Description Log Alert Summary Deal Method

(hex digit) ty

0702 Informat  raidsrv Configuration 0] X, Y, Z: Number of
(400002BE) ion Physical Device used
Ver1.20 or earlier version in Logical Drive

[CTRL:%1] Vendor Product Firmware Version
[LD:%2] RAID:RAIDIevel PD:X,Y,Z (count of LD
STS:Status

[PD:%3] Vendor/Model Firmware Version
STS:Status

Ver1.30 or later version

[CTRL:%1(ID=%2)] Vendor Product Firmware
Version

[LD:%3(ID=%4)] RAID:RAIDIlevel PD:X,Y,Z
(count of LD STS:Status

[PD:%5(ID=%6 ENC=%7 SLT=%8]
Vendor/Model Firmware Version STS:Status

%2 : Number of RAID Controller

%2 : ID of RAID Controller

%3 : Number of Logical Drive

%4 : ID of Logical Device

%5 : Number of Physical Device

%6 : ID of Physical Device

%7 : Enclosure Number of Physical Device
%8 : Slot Nuimber of Physical Device

*1 : This item may not include in log message by the type of RAID Controller
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